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A Simple and Direct Time Domain Derivation of the Dyadic
Green’s Function for a Uniformly Moving Non-Dispersive
Dielectric-Magnetic Medium

Tatiana Danov and Timor Melamed

Abstract—The present contribution is concerned with deriving the
relativistic electric and magnetic time-dependent dyadic Green’s functions
of an isotropic dielectric-magnetic medium (at the frame-at-rest) that
is moving in a uniform relativistic velocity under the framework of the
Minkowski constitutive relations. The results presented here correct
previous reports in the literature [R. Compton, J. Math. Phys. 7, 2145
(1966)] and [C. Tai, J. Math. Phys. 8, 646 (1967)]. By applying a simple
space-time and fields-sources transformation, scalarization of the vectorial
problem is obtained. Thus the electromagnetic dyads are evaluated from
the Green’s function of the scalar (time-dependent) wave equation in free
space. Emphasis is placed on a simple and direct time domain derivation.

Index Terms—Cerenkov radiation, dyadic Green’s function, moving
medium, special relativity.

I. INTRODUCTION AND STATEMENT OF THE PROBLEM

In the late sixties, Compton [1] and Tai [2] have investigated the
relativistic electric and magnetic time-dependent (TD) dyadic Green’s
functions (GFs) of an isotropic dielectric-magnetic medium that is
moving in a fast uniform velocity. In [1] the dyadic GFs were derived
by applying a four-fold (space-time) Fourier transform to the vector
and scalar potentials. The dyadic GFs were obtained by applying
operators to a scalar GF for which closed form analytic solution was
given. In [2] a temporal Fourier transform was applied for obtaining
the necessary scalar GF for the anisotropic medium (in the laboratory
frame). Similar results were obtained in [3] by applying retarded
potentials. Analytic solutions for the time-harmonic dyadic GFs in a
moving medium have been a subject of continuous research for the
past decades [4]-[7], and in recent years [8]-[11].

In the present contribution, we derive the dyadic GFs directly from
the TD Maxwell’s equations by using an elegant space-time and
fields-sources normalization that transforms the vectorial problem into
the standard procedure of obtaining the scalar isotropic (free-space)
GF. Furthermore, the resulting GFs in the over phase-speed regime
(éerenkov radiation) are different from the ones that were obtained in
[1]-[3] [see discussion following (30)].

Our aim is to obtain the TD dyadic GFs for medium that is moving in
a uniform translation velocity v = vz where we assume with no loss of
generality, that the velocity is in the direction of the z-axis. Unit vectors
in the conventional cartesian coordinate system (z, y, z) are denoted
by hat over bold fonts. The medium is assumed to be a linear isotropic
non-dispersive dielectric-magnetic in the comoving frame, with €, and
1t denoting its relative permittivity and permeability with respect to
vacuum, respectively.
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Maxwell’s TD curl equations that are corresponding to the
Minkowski constitutive relations are given by [1]

VXE=—uopr-0a-H+ ¢ imdiz x B
VxH=eeda-E+c 'mdzxH+J 1)

where ¢ = 1/, /eopo is the speed of light in vacuum,
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and « is the diagonal matrix
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Here and henceforth underlined boldfaced letters denote dyadics/
matrices.

II. DyADIC GREEN’S FUNCTIONS

A. General Formulation

The TD electric and magnetic Green’s dyads, G* and G", perform
a mapping from the current density sources J(r, ) to the electric and
magnetic vector fields by

E(r,t) = —puod, / Por'dt' G (r =t t —t') - I, t)
H(r.t) = /dgr'df'gh(r —r =) 3@, @)

In order to transform Maxwell’s equations in (1) to an isotropic form
we define

T=t+mz/c. 5)
By inserting 7 in (5) into Maxwell’s equations in (1) we obtain

V x E(r.7) = o, dra - Hix, 7)
V x H(r,7) = ege,.0ra - E(r,7) + J(r, 7). 6)

Note that the rotor operator in (6) is applied only on the first (r-) argu-
ment of E(r, 7) or H(r, 7).

We distinguish two medium speed regimes in which the medium is
moving in a speed that is either under or over the medium’s (at rest)
phase-speed. These speed regimes are identified by either v < c¢/n
orv > ¢/n for which « in (3) is positive or negative, respectively.
In order to obtain a uniform formulation for both the under and the
over phase-speed regimes, we apply here an analytic continuation of the
fields for the complex Zz plane and define the normalized z-coordinate
(cf. [12], [13])

2

= Vaz. (O]

The branch cut of v/« in (7) is chosen such that

\/;:{\/E a>0

jV—a a<0 ®

in order to ensure the validity of the following derivation for the two
speed regimes n3 = 1. The analytic continuation of the real field
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E(x,y, z, 7) that is defined for real Z to the upper half of the com-
plex Z plane is obtained by the convolution integral [14]

2 E(Z)
dz' = —

T) Joo zZ—z

__1 =

E(z) =

Imz >0 9)

where for simplicity we have omitted the dependence of E on x,y
and 7. Here and henceforth, analytic fields are denoted by a breve
mark (). The real field is recovered from the analytic field via E(Z) =
ReE(Z) [14].

Using these definitions we note that

V x[a'? H(r,7)] = Voa~/? -V x H(r,7)

o'/? = diag{Va, Va, 1} (10)
where V denotes the normalized del (nabla) operator
V =[0.%+ 90,y +0.2) = [0, %+ 0,5 + (Va)~'0.2]  (11)

with 8, = §/0«, and so forth. By inserting V x Hin (6) into (10) and
applying a similar procedure to E, we obtain

V x E(i‘ T)= —ugurﬂatﬁ(f',ﬂ
V x ﬁ(f‘, T)= Fofrﬁafﬁ(f, T)+ j(f, T) (12)
where we denote
E(f', T)= gl/z . E(r, T), ﬁ(f, 7)= gl/z . IiI(rg 7)
I(E,7) = Vae (1) (13)

with ¥ = (z,y, 2).

One can readily observe that the Eqgs. in (12) have the form of
Maxwell’s equations in linear isotropic (free space) medium that is
characterized by

& = ae., i =ap., ¢=c/(nya) (14)
where the branch cut of \/« is given by (8). The dyadic GFs of (12) are
obtained by using the analytic GF of the scalar TD wave equation [15]

7 - oz o) = V@i as

where 5( Z) denotes the analytic delta-function in the upper half of the
complex z-plane [14]

Siz\ _(jﬂ—g)_17
bz) = {6(5)+—/P(—j¢r5)‘l

Imz>0

16
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where P denotes Cauchy’s principal value. The electric and magnetic
dyadic GFs of the isotropic Maxwell’s equation (12) are obtained from
the analytic scalar GF via

() =pe [I-T07VY] g(E7)
(r)= Ve 'V x (e )

|0RIc

a7

|0R1c

where 07 %g(7) = [7__dt' f:;o dt'" g(t").
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The normalized vector fields due to the source Jin (12) are given by

e[

(F,7) = —po0- /(IS'F’dT/ge(f‘ -, -7 j(f/, ")

ﬁ(f‘, T)= / dSF'dTéh(f' -t r—7)- i(f', ) (18)
where ¥ = (2',9',Z'). By substituting (13) with (5) into (18) and
comparing the resulting integrals with (4), we identify

2

G ) =aa” P g E b mzfe) a7 (19)
in which ge’h on the right hand side are sampled at ¥ = (x, y, /az).
Finally, by inserting (17) into (19) and using E(z) = ReE(%), the
(real) dyadic GFs are obtained directly from the analytic scalar GF
g(T, 7) via

G""(r.1) = Re [L"4(5, 7)] ‘ { f—ttmee QO
T = (2,y,\/az)
where the differential operators Le" are given by
Le — _,U/TEQ 8:2
9,2 — 92/ 020y VD, =
X 0z 0y d,% — 92/& \/ady 0=
@0, 0= Vad, 0z o (3§ - 02/ (‘:2)
0 _af/\/a 811/
L"=|0./Va 0 -0, @D
-0y I 0
In view of (20), (15) is solved subject to the causality condition
g, t+mz/c) =0, t<O0. (22)

B. Speed Regimes

Next we follow the procedure in (20)—(22) and obtain the 3D dyadic
GFs in the under and over phase-speed regimes.

1) Under Phase-Speed Regime: In this speed regime Z is real. Thus
G*"(r,t) in (20) are obtained by applying the (real) operators L*"
to the real scalar GF g(F, 7) = Re §(F, 7) which is identified from the
real part of (15) as the 3D scalar free-space TD GF

g(F,7) = Va;?ﬁfi;é?[ﬁla

R= /2 +y>+ 2%

(23)

By setting 7 = ¢ + mz/e in g(r, 7) in (23), we note that the scalar
GF satisfies the causality condition in (22). The resulting dyadic GFs
in this speed regime are identical to those which were obtained in [1].
The wavefront is obtained by setting the Dirac delta function argument
in (23) to zero. By inserting 7 = ¢ + mz/c, we obtain the ellipsoid

£2 (z—zc)z_ N_nz—lf‘
(B) (™ a =L ze= il

1- 2 1-— 32
A= pEp—D nct, B = mﬁ

(24)

where p? = &% + 2.
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2) Over Phase-Speed Regime: In the over phase-speed regime, o <
(0 and therefore Z and ¢ are imaginary numbers. In this regime we define
real longitudinal coordinate and phase-speed by

i =V-—az, & =c/(nv—a), a<O. (25)

(81
I

By using Z = jZ; and \/a = jy/—a we obtain the differential opera-
tors in (21)

L = p,.c07°
9.> + 02/
x 8,0, oy +02)¢c
V=d,0:,  J/—ad,o:,
0 O/ V—a 9y
—0=.//—a 0 —0,
—dy . 0

0,0, v —ad. 0,
vV —(lay(952
—a (02 - 92/ )

L" = (26)

The 3D dyadic GFs in (20) are obtained by operating with the (real)
operators L°" over the scalar §(;, 7) in (15). Therefore we can substi-
tute the analytic GF with its real part ¢(T;, 7) = Re §(T;, 7). By taking
the real part of (15) and using (16) we obtain the differential equation

0243 — 0%, + 502 glrism) = —V=ab(r)s(r) ()

where ¥; = (x, y, Z;). Here the medium speed exceeds the phase-speed
in the comoving frame so the causality condition in (22) can be mani-
fested by

g(ti,7)|z,<0 = 0. (28)

The solution for g(F;, 7) in (27) subject to (28) can be obtained by ap-
plying the temporal Fourier transform to (27) and solving the resulting
2D Klein-Gordon equation as in [16] (see also [13]). By applying the
inverse Fourier transform we obtain

J=a §(1+ Ri/e) +_6(T—Ri/6i) y

ik (Zi—p) (29

.(](f'l"T) =

where R; = /Z? — p? and H() denotes the Heaviside (unit step)

function. The wavefront of the scalar GF in (29) is given by

t+mz/c==%R,/z. (30)

By inserting m in (2) into (30), we obtain the ellipsoid in (24). Note
that the scalar Green’s function in (29) consists of two wavefronts in
(r;, 7) space which propagate towards and away from the source at
T; = 0. Nevertheless, the time shift of 7 = ¢ + mz/c in (20) yields
causal dyadic GFs that propagate in (r, ¢) space away from the source
and satisfy the causality condition in (22).

Note that the scalar GF in (29) is different than the one that was
obtained in [2], [3] in which only the second delta function is present.
Tai has used the condition in (30) without the & signs in order to obtain
the wavefront. By squaring both sides of his condition he added the half
ellipsoid which was not present in his GF solution and by that Tai has
arrived at the wavefront in (24) [see also Fig. 2].
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Fig. 1. The scalar Green’s function g(¥,t 4+ mz/c) for n
att = 507. (a) Under phase-speed regime in (23) for 3
phase-speed regime in (29) for 3 = 0.9.
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Fig. 2. Contributions of (a) the first and (b) the second terms of the scalar GF
in Fig. 1(b). The wavefront which is plotted in Fig. 2(a) is not present in the
scalar GF that was derived in [2], [3].

In order to demonstrate the wave phenomena associated with the
GFs we replace the impulsive time-dependence in (23) and (29) by a
Lorentzian pulse of

firy= L 12 @1

2+ (T/2)2

which models a short-pulse with 7" being its temporal pulse width. The
scalar GF ¢(T,t + mz/c) in (20) is plotted in Fig. 1 for n = 1.5 and
t = 50T for the two speed regimes; Fig. 1(a) in the under phase-speed
regime for # = 0.3, and Fig. 1(b) in the over phase-speed regime for
3 = 0.9. The spatial coordinates (p, z) are normalized with respect to
¢l in Fig. 1(a) and with respect to ;1" in Fig. 1(b).

The under phase-speed GF in Fig. 1(a) demonstrates propagation in
all directions away from the source location in r = (). The medium
velocity in the z direction causes an asymmetric propagation over the
ellipsoid in (24). In the over phase-speed regime the scalar Green’s
function in (29) resides within the conical region z; > p. By using (25),
we identify this region to be tan # < 1/—a where # is the conventional
spherical angle of r with the z-axis and « is given in (3). This condition
is a manifestation of the Cerenkov radiation. The contour Z; = p is
plotted in Fig. 1(b) by a dashed line.

Finally in Fig. 2(a) and (b), we plot the contributions of the first
and the second terms in (29), respectively, which are samples at 7 =
t+ mz/c. These terms are identified as the left and right directed prop-
agation of the source, which due to the medium =z directed velocity that
exceeds the phase-speed, are propagating in the positive z direction
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with different velocities. The wavefront in Fig. 2(a) is not present in
the solution that was derived in [2], [3].
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Fast 3D-ISAR Image Simulation of Targets at Arbitrary
Aspect Angles Through Nonuniform Fast Fourier
Transform (NUFFT)

Xin Yi He, Xiao Yang Zhou, and Tie Jun Cui

Abstract—We present a method to generate three-dimensional (3D) in-
verse synthetic aperture radar (ISAR) images of a target at arbitrary as-
pect angles using the shooting and bouncing ray (SBR) method. We have
derived a 3D-image-domain ray-tube integration formula based on the SBR
technique. The imaging formula is in a form of convolution, then a nonuni-
form fast Fourier transform (NUFFT) is induced to achieve the convolu-
tion, which can be used to generate 3D ISAR images rapidly. Compared to
the conventional algorithm where the ISAR images are obtained by inverse
Fourier transforming the computed scattered fields over a range of fre-
quencies and a range of aspect angles, the new formula needs only one-time
ray tracing and physical optics (PO) integration over a small angle span.
Hence the computational time is decreased tremendously. The ISAR im-
ages of a missile target and an armored car for several aspect angles are pre-
sented to demonstrate the efficiency and accuracy of the proposed method.

Index Terms—Electromagnetic modeling and simulation, electromag-
netic scattering, inverse synthetic aperture radar image, shooting and
bouncing rays, 3D nonuniform fast Fourier transform.

I. INTRODUCTION

Synthetic aperture radar (SAR) and inverse synthetic aperture radar
(ISAR) are instantaneous sensors, which have been widely used in the
complicated civilian and battle environments for the ability to work
under almost all weather conditions. The technology of ISAR-image
simulations of targets and environment can be combined with the com-
puter graphics and modern computational electromagnetics, which has
provided a powerful tool for the process, explanation and applications
of SAR and ISAR images.

Simulation of ISAR-image based on electromagnetic (EM) model,
either the full-wave numerical technique [1] or high-frequency simula-
tion method [2], always should computer the far scattered fields over a
band of angles and frequencies. Such simulation data are fan-shaped ar-
ranged in the 2D spatial-frequency domain, then are interpolated into a
rectangular domain. This process is called as the polar format algorithm
(PFA). The fast Fourier transform (FFT) is then used to reconstruct the
image [3]. The whole scheme is called as the PFA-FFT method in the
remaining part of the communication. It is rather time consuming to ob-
tain high-resolution images of a complicated target. A significant con-
tribution was made by Ling ef al., who derived the image-domain ray
tube integration formula for the shooting and bouncing ray (SBR) tech-
nique [4]-[6]. The image formation is under the concept of the equiva-
lence between the bistatic and monostatic radar cross sections (RCSs)
in a small angle approximation. The formation gives the contribution
of each ray to the overall ISAR image directly. The formation is fur-
thermore reorganized as a convolution form and can be performed by
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