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Abstract—We are concerned with the scattering of a 3-D time harmonic astigmatic Gaussian beam from a perfectly electric conducting wedge. The incident wave object serves as the wave propagator of the phase-space beam summation method, which is a general framework for analyzing propagation of scalar and electromagnetic fields from extended sources. We perform asymptotic analysis for the total field including fields in the transition regions identifying the corresponding wave phenomena such as reflected beams and diffraction beams.

Index Terms—Asymptotic analysis, Gaussian beams (GBs), wedge diffraction.

I. INTRODUCTION

Beam method has been intensively investigated in the past few decades due to the advantages arising from the mutual spatial-directional locality of the beam wave objects. These wave objects serve as a basis for decomposing scalar and EM fields into a set of Gaussian beams propagators (GBPs) that are emanating over a discrete (phase-space) grid of locations and directions [1]–[3]. By applying locality considerations for some generic scattering problem, the scattered field due to each GBP can be obtained for a wide class of canonical problems [4]–[17]. By using such a library of canonical solutions, the scattering of a generic EM field from a complex scatterer can be obtained asymptotically by summing over each local interaction. Such a canonical problem is the scattering from a PEC wedge that is investigated here and presented in Fig. 1.

The diffraction of plane waves (PWs) by wedges has been explored in the literature [18], [19]. Uniform asymptotic solutions were derived in [20] and [21], where the dyadic diffraction coefficients were obtained in the form of Fresnel integrals (for a review of several asymptotic techniques in connection with electromagnetic wave scattering from wedges please refer to [22]).

Beam summation representation of the edge field of a half-plane due to a PW was obtained in [23]. In [24] and [25] a 2-D Gaussian beam (GB) scattering and a 3-D GB scattering were investigated, respectively. In this method, the diffraction field is represented by a sum of GBs, which propagate in all directions. Other publications involving beam methods and wedge scattering can be found in [26]–[28].

II. PROBLEM DEFINITION

We briefly review here the main results of the EM frame-based beam decomposition, which was introduced in [2]. The frame-based beam summation for propagating an EM field from the \( x = \bar{x} \) aperture is constructed on a discrete frame spatial–spectral lattice \((\bar{y}, \bar{z}, \bar{k}_y, \bar{k}_z)\). The lattice unit-cell dimensions satisfy

\[
\Delta \bar{y} \Delta \bar{k}_y = 2\pi v / k, \quad \Delta \bar{z} \Delta \bar{k}_z = 2\pi v / k
\]

where \( 0 \leq v \leq 1 \) is the overcompleteness (or oversampling) parameter. The lattice is overcomplete for \( v < 1 \), critically complete in the Gabor limit \( v \uparrow 1 \), and for \( v \downarrow 0 \), the discrete parametrization attains the continuity limit.

The EM aperture field \( E_0(y, z) \) over the plane \( x = \bar{x} \) is propagated into \( x > \bar{x} \) via a summation over GBPs. These GBPs are emanating from the frame lattice set of points over the aperture plane \((\bar{y}, \bar{z})\) and in the discrete set of directions that is determined by the spectral tilts \((\bar{k}_y, \bar{k}_z)\). The expansion coefficients \( a_y \) and \( a_z \) for each point over the frame lattice are obtained by the inner product of the aperture field with the so-called dual frame, via

\[
a_y \bar{y} + a_z \bar{z} = \int dy dz \ E_0(y, z) \varphi^*(y - \bar{y}, z - \bar{z}) \times \exp[-j(k \bar{k}_y(y - \bar{y}) + \bar{k}_z(z - \bar{z}))]
\]

where under the framework of Gaussian window frames

\[
\varphi(y, z) = (-v^2 k \text{Im}\Gamma / \pi) \exp[-j k \Gamma(y^2 + z^2)]^2.
\]
A. Spectral Integrals

The solution of PW scattering by a wedge was derived in [20] and [21]. The procedure applies the two Hertz potentials that are corresponding to either the electric (TM) or the magnetic (TE) \( z \)-components of the incident PW. The EM fields are derived from the potentials by applying the standard differential operators in [21].

We define the incident electric and magnetic potentials, \( \Psi_{A,F} \), that are corresponding to either the electric (TM) or the magnetic (TE) \( z \)-components of the incident fields in (4), respectively, i.e.,

\[
\Psi_{A,F}(r) = \left( \frac{k}{2\pi} \right)^2 \int d^2\kappa_0 \tilde{w}(\kappa_0) \exp(-j k \hat{k} \cdot r).
\]

Here,
\[
\tilde{w}(\kappa_0) = \frac{2\pi k_0}{j k \Gamma} \exp(j k \hat{k} \cdot \vec{r}) \exp(j k \tilde{\Omega}_0(\kappa_0))
\]
\[
\tilde{\Omega}_0(\kappa_0) = \frac{(\kappa_0 - \tilde{\kappa})^2 + (\tilde{\kappa}_z - \tilde{\kappa})^2}{2 \Gamma}.
\]

Here, \( \vec{r} = (\tilde{x}, \tilde{y}, \tilde{z}) \). In (7), \( a_x \) and \( a_z \) are the expansion coefficients in (2). In (4)–(8), we denote PW spectral constituents by an over tilde (\( \sim \)). In the following equations, we suppress the \( \kappa_0 \) explicit dependence (i.e., all tilded quantities are functions of \( k_0 \)).

The beam propagator in (4) emanates from the point \( \vec{r} \) and propagates in the direction of the unit vector
\[
\hat{k} = (\hat{x}_s, \hat{y}_s, \hat{z}_s) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)
\]
where \( \hat{x}_s = (1 - \hat{k}_x^2 - \hat{k}_z^2)^{1/2} \) with \( \text{Re} \hat{x}_s \geq 0 \). We restrict the current investigation to propagating GBPs for which we assume that \( \hat{x}_s \) is the spectral width of \( \tilde{w}(\kappa_0) \).

We consider the scattering of the EM GBP in (4) from a PEC wedge (see Fig. 1). The medium is vacuum with \( \varepsilon_0, \mu_0 \) denoting the free space permittivity and permeability, respectively. The wedge is infinite in the \( z \) direction, with a head angle of \( \alpha < \pi \).

III. ASYMPTOTIC ANALYSIS

The incident GBP is defined by the spectral integral in (4). In this section, we evaluate the asymptotic total fields by replacing each PW in (4) with the well-known PW scattered field and evaluate asymptotically the resulting integrals.
The GO term is given by
\[ \tilde{g}^{\text{GO}}(\rho, \phi) = \sum_m U(\pi - | - \Phi^\mp + 2m\pi N|) \times \exp\left[jk_1 \rho \cos(2m\pi \pi - \Phi^\mp)\right] \] (18)
where \( U(t) \) denotes the (Heaviside) unit step function
\[ \Phi^\mp = \phi \mp \phi_0, \quad N = (2\pi - \alpha)/\pi \] (19)
and \( \phi_0 \) is related to the spectral variables in (5) via
\[ \hat{k} = (- \cos \phi_0 \sin \hat{\theta}_0 - \sin \phi_0 \sin \hat{\theta}_0, \cos \hat{\theta}_0). \] (20)
In (16), \( \tilde{g}_{s,h} \) denote the (soft/hard) diffraction GFs
\[ \tilde{g}_{s,h}(\rho, \phi) \sim \frac{\exp(-jk_1 \rho)}{\sqrt{\rho}} D_{s,h}(\phi, \phi_0) \] (21)
where \( D_{s,h} \) denote the uniform diffraction coefficients
\[ D_{s,h}(\phi) = (\sin \hat{\theta}_0)^{-1}\left[d_+^H(\Phi^{-}) F[k_1 \rho \sin \hat{\theta}_0 \alpha^+ (\Phi^-)] + d_-^H(\Phi^{-}) F[k_1 \rho \sin \hat{\theta}_0 \alpha^- (\Phi^-)] + d_+^H(\Phi^+) F[k_1 \rho \sin \hat{\theta}_0 \alpha^+ (\Phi^+)] + d_-^H(\Phi^+) F[k_1 \rho \sin \hat{\theta}_0 \alpha^- (\Phi^+)] \right] \] (22)
where \( \hat{\theta}_0 \) and \( \phi_0 \) given in (20), and \( \Phi^\mp \) and \( \tau \) are given in (19) and (17), respectively. In (22)
\[ F(x) = 2j\sqrt{x} \exp(jx) \int_{\sqrt{x}}^{\infty} \exp(-j \zeta^2) d\zeta \] (23)
denotes the (Fresnel) transition function, and
\[ d_\pm^H(\Phi) = -\frac{1}{2x} \frac{\exp(-j \pi/4)}{\sqrt{2\pi k}} \text{cot}\left(\frac{\pi}{2N}\right) \] (24)
with \( n^\pm(\Phi) = (\mp \pi + \Phi)/(2\pi N) \).
(25)
The high-frequency spectral representations of the total potentials is obtained by inserting (16) into (13). The resulting potentials consist of a GOs potential, \( \Psi^{\text{GO}}_{A,F} \), and a diffraction term, \( \Psi_{A,F}^{d} \), i.e.,
\[ \Psi_{A,F}(r) = \Psi^{\text{GO}}_{A,F}(r) + \Psi_{A,F}^{d}(r). \] (26)
The GO term reads
\[ \Psi^{\text{GO}}_{A,F}(r) = \Psi^i_{A,F}(r) + \tau \Psi_{A,F}^r(r) + \tau \Psi_{A,F}^s(r). \] (27)
The GO term consists of three wave fields: the incident potential, \( \psi^i_{A,F} \), and reflected potentials from \( \phi = 0 \) and \( \phi = N\pi \) surfaces that are denoted by \( \psi_{A,F}^r \) and \( \psi_{A,F}^s \), respectively. These terms are given by
\[ \Psi^i_{A,F}(r) = \int d^2k \Psi_{A,F} \frac{k}{2\pi j} \exp\left(-jk \tilde{\Omega}_{A,F}^{\text{GO}}\right) \times \Psi_{A,F} \] (28)
and
\[ \Psi_{A,F}^r(r) = \int d^2k \Psi_{A,F} \frac{k}{2\pi j} \exp\left(-jk \tilde{\Omega}_{A,F}^{\text{GO}}\right) \times \Psi_{A,F} \] (29)
Here, \( \tilde{\phi}_0 \) and \( \tilde{\phi}_0 \) are given in (20) and \( N \) is given in (19).
In (28) and (29), the phase terms are given by
\[ \tilde{\Omega}_{A,F}^{\text{GO}} = \kappa_2(x - \bar{x}) + \kappa_2(y - \bar{y}) + \kappa_2(z - \bar{z}) - \tilde{\Omega}_b \] (30)
and
\[ \tilde{\Omega}_{A,F}^{\text{GO}} = \kappa_2(x_2 \cos \alpha - y_2 \sin \alpha - \bar{x}) - \tilde{\Omega}_b \] (31)
where \( \tilde{\Omega}_b \) is given in (8). In (31), we use the rotated coordinates \( x_2, y_2 \) that are defined by
\[ \begin{bmatrix} x_2 \\ y_2 \end{bmatrix} = \begin{bmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}. \] (32)
The diffraction potentials in (26) are given by
\[ \Psi_{A,F}^{d}(r) = \int d^2k \frac{k}{2\pi j} \exp\left[-jk \tilde{\Omega}^{\text{d}}(r)\right] D_{s,h}(\phi) \] (33)
where \( \kappa_2 \) is defined after (11) and the phase
\[ \tilde{\Omega}^{\text{d}}(r) = \kappa_2 \rho + \kappa_2(z - \bar{z}) - \kappa_2 \bar{x} - \kappa_2 \bar{y} - \tilde{\Omega}_b. \] (34)
In (33), the uniform (soft or hard) diffraction coefficients \( D_{s,h} \) are given in (22). Next we evaluate the integrals in (28), (29), and (33) asymptotically.

**B. Transition Regions**

The integrands in (28) and (29) contain Heaviside functions and the integrands in (33) include diffraction coefficients with exponentials terms. Each term in the PW solutions (see [21]) is discontinuous over the spectral transition regions that are obtained by setting the Heaviside arguments in (28) and (29) to zero, giving
\[ |\phi - \tilde{\phi}_0| = \pi, \quad |2\pi N - (\phi + \tilde{\phi}_0)| = \pi. \] (35)
The \( \mp \) in the first term in (35) corresponds to the incident or reflected from \( \phi = 0 \) potentials, and the second term is the spectral transition region of the reflected potential from the \( \phi = N\pi \) surface. Over these spectral regions, the integrands in (28), (29), and (33) are discontinuous.

Next, we define the beam transition regions using the angle
\[ \tilde{\phi}_0 = \phi + \pi(2m - 1) \] (36)
where \( \tilde{\phi}_0 \) is given in (9) and \( m \) being the integer that sets \( 0 \leq \phi_0 \leq 2\pi \). By setting \( \tilde{\phi}_0 = \tilde{\phi}_0 \) in (35), we obtain
\[ |\phi - \tilde{\phi}_0| = \pi, \quad |2\pi N - (\phi + \tilde{\phi}_0)| = \pi. \] (37)

**C. Observation Points Outside the Transition Regions**

Outside the transition regions, the Heaviside functions in (28) and (29) equal 1 or 0, and the Fresnel function in \( D_{s,h} \) in (33) can be approximated by 1. This approximation is valid for observation points that satisfy \( k_2 \rho a^2(\Phi^\mp) > 10 \). For these points, we can evaluate each of the integrals separately.
1) **GO Potentials:** The integrals in (28) and (29) can be evaluated asymptotically using standard beam-type asymptotics [30]. In this procedure, the real on-axis stationary points are evaluated in closed form. By using these points, the off-axis stationary points are approximated for near-axis observation points and the integral is evaluated asymptotically in closed form. The resulting asymptotic fields are in the form of paraxial GBs.

We begin by applying this procedure to the incident and the \( \phi = 0 \) surface-reflected beams in (28). To that end, we introduce the local beam coordinates, \( r_b \), via

\[
\begin{bmatrix}
x_b \\
y_b \\
z_b
\end{bmatrix} = \begin{bmatrix}
\bar{\kappa}_s \bar{\kappa}_y \bar{\kappa}_z^{-1} & \bar{\kappa}_y \bar{\kappa}_z^{-1} & -\bar{\kappa}_z \\
-\bar{\kappa}_z \bar{\kappa}_y^{-1} & \bar{\kappa}_y \bar{\kappa}_z^{-1} & 0 \\
\bar{\kappa}_z & \bar{\kappa}_z & \bar{\kappa}_x
\end{bmatrix} \begin{bmatrix}
\pm y - \bar{y} \\
z - \bar{z} \\
x - \bar{x}
\end{bmatrix}
\]

(38)

where we define

\[
\bar{\kappa}_s = \sqrt{\kappa_s^2 + \kappa_z^2}.
\]

(39)

The \( \pm \) signs in (38) correspond to either the incident or reflected beam, respectively. Using these local coordinates, we follow essentially the procedure in [30] and evaluate the localized integral asymptotically. The resulting GO potentials take the GB form

\[
\Psi_{A,F}^I(r) \sim U(\pi - |\phi - \phi_0|)\bar{\Psi}_{A_0,F_0} \\
\times \sqrt{\frac{\Gamma_x(z_b)}{\Gamma_y(z_b)}} \exp\left[-jk\Omega^{GO}(r_b)\right]
\]

(40)

\[
\Psi_{A,F}^r(r) \sim U(\pi - |\phi + \phi_0|)\bar{\Psi}_{A_0,F_0} \\
\times \sqrt{\frac{\Gamma_x(z_b)}{\Gamma_y(z_b)}} \exp\left[-jk\Omega^{GO}(r_b)\right]
\]

(41)

where we define \( \bar{\Psi}_{A_0,F_0} = \bar{\Psi}_{A_0,F_0}(\bar{\kappa}_y, \bar{\kappa}_z) \). In (40) and (41), \( r_b \) is given in (38), and the GO phase is given by

\[
\Omega^{GO}(r_b) = z_b + \frac{1}{2} \left[ x_b^2 \Gamma_x(z_b) + y_b^2 \Gamma_y(z_b) \right]
\]

(42)

where

\[
\Gamma_x(z_b) = \frac{1}{\Gamma^{-1} - k_2^2 + z_b}, \quad \Gamma_y(z_b) = \frac{1}{\Gamma^{-1} + z_b}
\]

(43)

are the complex curvatures of the beams.

The GBs in (40) and (41) are in the form of a standard astigmatic GBPs [3]. The beam peaks over the so-called beam-axis that is obtained by setting \( x_b = y_b = 0 \) in (38), given

\[
\pm(y - \bar{y}) = (x - \bar{x})\bar{\kappa}_y/\bar{\kappa}_x, \quad z - \bar{z} = (x - \bar{x})\bar{\kappa}_z/\bar{\kappa}_x.
\]

(44)

This condition implies that the reflected beam axis satisfies Snell’s law with respect to \( \phi = 0 \) surface. Using in (43)

\[
\Gamma^{-1} = -Z + jF
\]

(45)

the \( e^{-1} \) beam widths in the \( x_b, y_b \) directions are given by

\[
w_{x_b}(z_b) = \frac{2}{k} F \kappa_z^2 \left[ 1 + \left( \frac{z_b - k \kappa_z^2}{k \kappa_z^2} \right)^2 \right]^{1/2}
\]

\[
w_{y_b}(z_b) = \frac{2}{k} F \left[ 1 + \left( \frac{z_b - Z}{F} \right)^2 \right]^{1/2}.
\]

(46)

Thus, the beam waists are located in \( x_b = Z \kappa_s^2 \) and \( y_b = Z \) and the collimation lengths in \( x_b \) and \( y_b \) are \( F \kappa_z^2 \) and \( F \), respectively.

The asymptotic form of the \( \phi = N\pi \) surface reflected beam in (29), \( \Psi_{A,F}^r \), is obtained by using the local beam coordinates, \( r_{b_2} = (x_{b_2}, y_{b_2}, z_{b_2}) \) that are defined by

\[
\begin{bmatrix}
x_{b_2} \\
y_{b_2} \\
z_{b_2}
\end{bmatrix} = \begin{bmatrix}
\bar{\kappa}_s \bar{\kappa}_y \bar{\kappa}_z^{-1} & \bar{\kappa}_y \bar{\kappa}_z^{-1} & -\bar{\kappa}_z \\
-\bar{\kappa}_z \bar{\kappa}_y^{-1} & \bar{\kappa}_y \bar{\kappa}_z^{-1} & 0 \\
\bar{\kappa}_z & \bar{\kappa}_z & \bar{\kappa}_x
\end{bmatrix} \begin{bmatrix}
\pm y - \bar{y} \\
z - \bar{z} \\
x - \bar{x}
\end{bmatrix}
\]

(47)

where \( x_{r_2}, y_{r_2} \) are given by (32) and \( \bar{\kappa}_s \) is given in (39). Using the paraxial approximation, the \( \phi = N\pi \) surface potential is evaluated asymptotically by

\[
\Psi_{A,F}^r(r) \sim U(\pi - |\phi + \phi_0 - 2\pi N|)\bar{\Psi}_{A_0,F_0} \\
\times \sqrt{\frac{\Gamma_x(z_{b_2})}{\Gamma_y(z_{b_2})}} \sqrt{\frac{\Gamma_y(z_{b_2})}{\Gamma_y(z_{b_2})}} \exp\left[-jk\Omega^{GO}(r_{b_2})\right]
\]

(48)

where

\[
\Gamma_x(z_{b_2}) = \frac{1}{\Gamma^{-1} - k_2^2 + z_{b_2}}, \quad \Gamma_y(z_{b_2}) = \frac{1}{\Gamma^{-1} + z_{b_2}}.
\]

(49)

The result above is in the form of GBP. The complex curvatures of the beam are given by (49), and the beam widths in the \( x_{b_2}, y_{b_2} \) axes are given by

\[
w_{x_{b_2}}(z_{b_2}) = \frac{2}{k} F \kappa_z^2 \left[ 1 + \left( \frac{z_{b_2} - k \kappa_z^2}{k \kappa_z^2} \right)^2 \right]^{1/2}
\]

\[
w_{y_{b_2}}(z_{b_2}) = \frac{2}{k} F \left[ 1 + \left( \frac{z_{b_2} - Z}{F} \right)^2 \right]^{1/2}.
\]

(50)

The collimation lengths in \( x_{b_2} \) and \( y_{b_2} \) are \( F \kappa_z^2 \) and \( F \), respectively. Finally, we note that the beam peaks for [see (44)]

\[
-(\sin ax_{r_2} + \cos ay_{r_2} + \bar{y}) = (\cos ax_{r_2} - \sin ay_{r_2} - \bar{x})\bar{\kappa}_y/\bar{\kappa}_x
\]

\[
z - \bar{z} = (\cos ax_{r_2} - \sin ay_{r_2} - \bar{x})\bar{\kappa}_z/\bar{\kappa}_x.
\]

(51)

By setting \( \phi_r = \phi + \alpha \), one concludes that the reflected beam axis satisfies Snell’s law with respect to the \( \phi = N\pi \) surface.

2) **Diffraction Potentials:** The diffraction potentials in (33) can be evaluated asymptotically following the procedure in [30], resulting in:

\[
\Psi_{A,F}^d(r) \sim \frac{\Gamma^{-1}}{\sqrt{\det q_2}} \bar{\Psi}_{A_0,F_0} \bar{\Phi}_{A,F} \sqrt{\sin \theta} \sqrt{\rho} \exp\left[-jk\left(q_0 - \frac{1}{2} q_2^{-1} q_1 \right)\right]
\]

(52)
where $D_{i,h}$ are the soft/hard diffraction coefficients in (22) that are sampled at $\phi_0 = \phi_0$, $\theta = \theta$.

$$ q_0 = \sqrt{1 - \kappa_z^2} + \tilde{k}_z (\bar{z} - \bar{x}) - \tilde{k}_x \bar{x} - \tilde{k}_y \bar{y} $$

(53)

$$ q_1 = \frac{\partial \bar{k}_x}{\partial \bar{k}_x}, \quad \frac{\partial \bar{k}_y}{\partial \bar{k}_y} = \frac{\bar{y}}{\bar{k}_x} - \frac{\bar{x}}{\bar{k}_y} $$

(54)

and $q_2$ is the Hessian matrix with

$$ \tilde{\kappa}_x^2 \bar{k}_y^2 |_{\bar{k}_x} = \frac{\bar{z}_x^2 + \bar{z}_y^2}{\bar{k}_x^2} - 1, \quad \tilde{\kappa}_y^2 \bar{k}_x^2 |_{\bar{k}_y} = -\frac{\bar{z}_x \bar{z}_y}{\bar{k}_x^2} $$

(55)

Next we examine the diffraction field structure. First we consider the special case of a normally incident beam (the oblique incidence is discussed later). By setting $\bar{k}_z = 0$ in (53)-(55), the diffraction field in (52) takes the form

$$ \Psi_{d,i,F} (r) \sim \frac{1}{\Gamma} \frac{\Gamma_{x_0} \cos \phi}{\rho + \Gamma_{y_0}} \Psi_{A,F_0} \frac{1}{\sqrt{\rho}} $$

$$ \times \exp \left[ -j k \bar{z}_{x_0} \rho \right] \exp \left[ -j k \Omega_0^d (\eta) \right] \times \exp \left[ -j k \Omega_0^d (\rho, z) \right] $$

(56)

where $\bar{z}_{x_0}$ denotes the incident beam coordinate $z_{x_0}$ in (38) that is sampled at the edge (i.e., at $x = 0, y = 0$), $\Gamma_{x_0}$ and $\Gamma_{y_0}$ are the incident beam curvatures at the edge

$$ \Omega_0^d (\eta) = \frac{1}{2} \Gamma_{x_0} \eta^2, \quad \Omega_0^d (\rho, z) = \rho + \frac{1}{2} \frac{(z - \bar{z})^2}{\rho + \Gamma_{y_0}^1} $$

(57)

and

$$ \eta = |\bar{y} \cos \phi - \bar{x} \sin \phi| $$

(58)

By using (58), $\eta$ is identified as the distance of the beam-axis from the edge [see Fig. 2(a)].

The phase term $k \bar{z}_{x_0}$ in (56) is identified as the incident beam phase at the edge. The second (“stimulation”) exponential term of $\Omega_0^d$ is a space-independent one for which the potential is attenuated according to

$$ \exp \left[ -k \eta^2 \text{Im} \Gamma_{x_0} / 2 \right] = \exp \left[ - (\eta / w_{x_0})^2 \right] $$

(59)

where $w_{x_0}$ denotes the incident beamwidth, $w_{x_0}$, of (46) over the edge. Thus, diffraction is stimulated only when the beam displacement from the edge is on the scale of the incident beamwidth, similar to the 2-D results in [24].

The third exponential phase in (56), $\Omega_0^d (\rho, z)$, is of a form of a cylindrical GB that propagates along the $\rho$-axis and exhibit a Gaussian decay along the $z$-axis. Here, $\Gamma_{y_0}$ is the diffraction beam complex curvature. The decay of the diffraction beam is given by

$$ \exp \left[ -\frac{k}{2} F \frac{(z - \bar{z})^2}{(\rho + \bar{z}_{x_0} - Z)^2 + F^2} \right] $$

(60)

where $F$ and $Z$ are given by (45). Thus, $F$ is identified as the diffraction GB collimation length and $Z - \bar{z}_{x_0}$ as its waist location [see Fig. 2(b)].

We now discuss the general case of oblique incidence for which $\bar{k}_z = \cos \theta \neq 0$. First, we note that the first term of $q_1$ in (54) is independent of $\theta$. Thus, $\eta$ in (58) that parameterized the proximity of the beam axis to the edge is also valid for oblique incidence, and the diffraction beam is excited only if the incident beam passes close to the edge.

Next we examine the diffraction beam structure, assuming that the incident beam axis intersects the edge, i.e., for $\eta = 0$. To that extent, we introduce the local (diffraction) beam coordinates, $(\rho_b, z_b)$, that are defined for a given observation point $(\rho, z)$ via

$$ \frac{\rho_b}{z_b} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \rho \\ z - \bar{z}_{x_0} \end{bmatrix} $$

(61)

where

$$ \bar{z}_{x_0} = \bar{z} + \rho \cot \theta, \quad \bar{\rho} = \sqrt{\bar{x}^2 + \bar{y}^2} $$

(62)

is identified as the $(z$-axis) point of intersection of the incident beam and the edge (see Fig. 3).

By using the beam coordinates in (61), we evaluate the Gaussian term in (52) as

$$ q_0 = -\frac{1}{2} q_1^* q_2^{-1} q_1 = \bar{z}_{x_0}^2 + \bar{\rho} / \sin \theta - \frac{1}{2} \left( \frac{\rho_b^2}{\sin^2 \theta} \right) $$

(63)
Note that the determinant of $q_2$ in (55) depends on $\rho$, i.e., on both $\rho_b^d$ and $\rho_b^d$. In order to put the Gaussian term in a conventional form, we apply here the paraxial approximation, for which $\rho = \rho_b^d \cos \theta - \rho_b^d \sin \theta \approx \rho_b^d \sin \theta$ and the Gaussian term yields

$$q_0 - \frac{1}{2} q_1 q_2^{-1} q_1 = \tilde{\rho} / \sin \tilde{\theta} + \rho_b^d + \frac{1}{2} \left( \rho_b^d \right)^2 (64)$$

where

$$\tilde{Z}^d = \frac{\tilde{\rho}}{\cos^2 \phi (\kappa_x^2 + \kappa_y^2) - \rho \cos^2 \phi} \frac{\tilde{\rho}^2 \pi \kappa_x^2 \kappa_y^2}{\kappa_x^2 \cos^2 \phi}. (65)$$

The first term in (64) is identified as the incident beam phase at the edge. The other terms are in the form of a standard (conical) GB where the phase is sacculated along the beam axis, $\rho_b^d$, and the field exhibits a Gaussian decay off-axis along $\rho_b^d$, according to the complex curvature, $(\rho_b^d - \tilde{Z}^d)^{-1}$. This condition describes a Gaussian diffraction cone that peaks over constant $\tilde{\theta}$ surfaces as was shown in [31]. Numerical examples are given in Section IV.

### D. Observation Points in the Transition Regions

For observation points that are near the shadow and reflection transition regions, the Heaviside functions in (28) and (29) have sharp boundaries, and the diffraction coefficients in (33) are discontinuous. Thus, we cannot evaluate the integrals in (28), (29), and (33) separately. In order to overcome this difficulty, we use the continuity of the PW solution. Over these boundaries, the sum of the diffraction and the GO PW solution is continuous (see [21]). There are four terms of diffraction, each of them is discontinuous over the shadow boundary, the reflection from the $\phi = 0$ surface, or from the $\phi = N\pi$ surface, while the other three are continuous.

First, we discuss the shadow boundary of the incident beam for the $\phi = 0$ surface. Near this boundary $\phi - \phi_0 \sim -\pi$, and the corresponding Heaviside functions in (28) and (29) are discontinuous. Furthermore, the term $\cot \left( (\pi + \phi - \phi_0)/2N \right)$ in the diffraction coefficient in (33) is singular. Note that the other two terms of the GO field in (28) and (29) and the other three discontinuous coefficients in (33) are continuous. Thus, their asymptotic evaluations in (41), (48), and (52) are valid.

In order to evaluate the two discontinuous terms, we sum over the corresponding asymptotic terms in (28) and (52), similar to the procedure in [21]. Next we apply the small argument approximation of the transition function [21]

$$F(x) \approx \exp[j (\pi/4 + x)]$$

$$\times \left[ \sqrt{\pi} x - 2 x \exp(j \pi/4) - 2 x^2 \exp(-j \pi/4)/3 \right]. (66)$$

Therefore, over the shadow and reflection boundaries, the discontinuous diffraction term in (33) can be approximated by

$$\tilde{D}_{b,h}(\phi) \sqrt{\pi} / \sqrt{\rho} = F[k_i \rho a^+ (\Phi^-)] d^+ (\Phi^-) / \sqrt{\rho \kappa_l} \approx d^{im} \exp[j k_i \rho + j k_i \rho \cos(\phi - \phi_0)]$$

(67) where

$$d^{im} = - \frac{1}{2N \sqrt{\pi}} \cot \left[ \frac{\pi - (\phi - \phi_0)}{2N} \right] \cos \left( \frac{\phi - \phi_0}{2} \right)$$

$$\times \left\{ \sqrt{\pi} - 2 \sqrt{\tilde{s}} \exp(j \pi/4) - 2 \tilde{s} / \sqrt{\pi} \right\} \exp(-j \pi/4) (68)$$

with

$$\tilde{s} = 2 k_i \rho \cos^2[(\phi - \phi_0)/2]. (69)$$

By using trigonometric identities and (20), the last exponent’s argument in (67) can be written as $j k_i \rho + j k_i \rho \cos(\phi - \phi_0) = k_i \rho - j k_i \rho \cdot \zeta$. The total phase of the corresponding diffraction field integrand is obtained by adding the phase term of (34). Therefore, near the transition regions, the total phase of the diffraction field is given by

$$\kappa_s (x - \tilde{x}) - \kappa_s (y - \tilde{y}) + \kappa_s (z - \tilde{z}) - \tilde{\Delta}_b. (70)$$

This phase term is identical to the incident potential in (28) and the sum of the amplitudes of the incident potential and (28) is a continuous term over the shadow boundary.

Thus, in order to evaluate the potentials in the transition regions, we combine the integrands in (28) and (33) and denote the combined potentials by $\Psi_{A,F}^{\text{im}}(\mathbf{r})$. By using (67), $\Psi_{A,F}^{\text{im}}(\mathbf{r})$ is given by

$$\Psi_{A,F}^{\text{im}}(\mathbf{r}) = \int d^2 \kappa_b \tilde{\Psi}_{A,F} \frac{k}{2 \pi} \exp(-j k \tilde{\Delta}_b^{\text{GO}})$$

$$\times \left[ U(\pi - |\phi - \phi_0|) + d^{im} \right] (71)$$

where $\tilde{\Delta}_b^{\text{GO}}$ is given in (30). Comparing (71) with (28), one can see that these two integrals have an identical phase terms and differ only in their amplitudes. Thus, the asymptotic evaluation of (71) is obtained by adding to the Heaviside function in (40) the term $d^{im}$ that is sampled at $\tilde{\theta}_b, \phi_0$.

The total potentials over this boundary are obtained by using (71) in (26), i.e.,

$$\Psi_{A,F}(\mathbf{r}) = \Psi_{A,F}^{\text{im}}(\mathbf{r}) + \Psi_{A,F}^{\text{im}} + \Psi_{A,F}^{\text{d}} (72)$$

where $\Psi_{A,F}^{\text{d}}$ is obtained by replacing in (56) $\tilde{D}_{b,h}$ with

$$\tilde{D}_{b,h}(\phi) = (\sin \tilde{\theta}_b)^{-1} \left\{ d^- (\Phi^-) F[k_i \sin \tilde{\theta}_b \rho a^- (\Phi^-)] + \tau d^+ (\Phi^+) F[k_i \sin \tilde{\theta}_b \rho a^+ (\Phi^+)] \right\}$$

(73)

Finally, we discuss the validity of the results above. The small argument approximation in (66) is valid for $\tilde{s} < 1$ [21]. Recalling that contributing spectral integral to the integral near the stationary point is of the order of

$$\tilde{\Delta}_{k_b} \sim 2 \pi / (k \sqrt{\det q_{k_b}}) \sim 2 \pi / (k^2 \omega_{k}(zb) \omega_{y}(zb)) (74)$$

we conclude that the results above are valid for observation points that satisfy $\tilde{s} < 1$ for all $k_b$ in the spectral interval $[k_b - \Delta_{k_b}, k_b + \Delta_{k_b}]$. Similar analysis can be performed for the other three boundaries.
Fig. 4. Total potentials. (a) Reflection from the $\phi = 0$ surface. (b) Reflection from the $\phi = N\pi$ surface. (c) Reflection and diffraction from the tip. Note that in (a) and (b), the incident beam is impinging on the wedge far from the edge and no significant diffraction is visible.

Fig. 5. Comparison of the amplitudes of total asymptotic potential (solid lines) to the reference solution in (28), (29), and (33) (dashed lines) for the beam parameters in Fig. 4(c) over radii (a) $r = 50\lambda$, (b) $r = 20\lambda$, (c) $r = 10\lambda$, and (d) $r = 5\lambda$.

IV. NUMERICAL EXAMPLES

In order to illustrate the asymptotic results, we plot the absolute value of the electric potential $|\Psi_A|/\max(|\Psi_A|)$ for several sets of parameters. Reflections from the wedge surfaces are plotted in Fig. 4(a) and (b). Here, we have used $\Gamma = -j\pi/10\lambda$, $\alpha = \pi/3$, $\phi = 1.88\pi$, and $\tilde{\theta} = \pi/2$ so that the beam is propagating in the direction of $\tilde{k} = (\cos \phi, \sin \phi, 0)$. In Fig. 4(a), the beam is emanating from $\tilde{y} = 20\lambda$, $\tilde{x} = -15\lambda$ and in Fig. 4(b), we have set $\tilde{y} = -20\lambda$, $\tilde{x} = -15\lambda$. Note that no significant diffraction is present in the electric potentials in either Fig. 4(a) or (b).

Next in Fig. 4(c) we illustrate the diffraction phenomenon. To that end we set $\Gamma = -j/30\lambda$, $\alpha = \pi/3$, $\phi = 1.88\pi$, $\tilde{y} = 20\lambda$, and $\tilde{x} = -50.35\lambda$. This set of parameters yields $\eta = 0$ so that the resulting incident beam axis intersects the wedge at the edge.

In order to validate the asymptotic analysis in Section III, we compare the asymptotic potentials with a reference solution that is calculated by numerically integrating over the spectral integrals in (28), (29), and (33). The sum of these integrals is compared with the total asymptotic potential using the beam parameters in Fig. 4(c). For clarity, fields are normalized by the maximum of the reference solution. The results for observation points over the circles $r = 50\lambda$, $20\lambda$, $10\lambda$, and $5\lambda$ are presented in Fig. 5(a)–(d), respectively. Clearly the asymptotic solution (solid lines) and the reference one (dashed lines) reveal good agreement both near and far from the wedge top, verifying all asymptotic potentials types.

The asymptotic potentials presented here are not uniform solutions as stated in Sections III-C and III-D. To demonstrate the transition between the solutions, we compare in Fig. 6(a) and (b) the asymptotic solution with the reference one for observation points over the line $y = 20\lambda$, for the beam parameters in Fig. 4(a) and (c), respectively. The asymptotic solutions are discontinuous. This is clearly apparent in Fig. 6(b) since these set of parameters yield a beam that hits the wedge at the top. The transition region was chosen to be $\tilde{s} < 1$ where $\tilde{s}$ is obtained by sampling $\tilde{s}$ in (69) on-axis.
V. CONCLUSION

The GB summation method is widely recognized nowadays as an important tool for the analysis and synthesis of EM wave propagation and scattering. Under this framework, the incident field is decomposed into a discrete set of GBPs. The main advantage of this method arises from the local GBPs–scatterer interactions that can yield closed form (asymptotic) solutions. Thus, the scatterer can be considered as composed from different basic shapes, and the scattered field can be evaluated by resolving each GBP interaction with one of these shapes as described in Fig. 7. To that extent, a set of solutions to canonical problems, such as the one presented in this paper, is required.
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