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Abstract

We consider message and time efficient broadcasting andHono#dcasting in wireless ad-hoc networks,
where a subset of nodes, each with a unique rumor, wish talbagatheir rumors to all destinations while
minimizing the total number of transmissions and total tumél all rumors arrive to their destination. Under
centralized settings, we introduce a novel approximatigarghm that provides almost optimal results with
respect to the number of transmissions and total time, atdar Later on, we show how to efficiently
implement this algorithm under distributed settings, vehtre nodes have only local information about
their surroundings. In addition, we show multiple approxiion techniques based on the network collision
detection capabilities and explain how to calibrate thewdlgms’ parameters to produce optimal results for
time and messages.
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1. Introduction

Databroadcasting where a rumor from a single source has to be delivered totladiranodes in the
graph, is considered one of the most studied problems inassead-hoc networks [1]. In this paper, we
study a generalized version called thmilti-broadcastproblem [2], where instead of a single source, a
subset of sourceS C V, each with a different rumor, have to deliver their rumoraltather nodes in the
network. WhenS contains only a single node, the problem reduces tolsfatdcastingoroblem, and when
S contains all the nodes, it reduces to dagasipingproblem [3].

We use the partial aggregation model, also known aséhebined message modi) 5], where a node
can aggregate multiple messages to one by stripping melksagders, using compression or correlating data
from other nodes [6]. Formally, we use the compression fagtavhich serve as an upper bound for the
number of messages that can be compressed to a single batehhat a message can only be compressed
once. In this paper, we develop generalized algorithms hwvhaid for any subse$ C V' and and positive
integerc € [1, k], and thus suitable for both broadcasting and gossiping avithwithout aggregation (i.e.,
c=1).

In data dissemination, there are two important performanegics that directly affect the quality of
the algorithm:time efficiency, measured by the total time until all nodes rezeill rumors, andnessage
efficiency, assessed by the total number of messages thetiasenitted in the network. Most papers on data
broadcasting and gathering concentrate on optimizingithe metric [4, 7, 3] and only provide by-product
analysis of the message metric without exact performanaeagtees. However, In ad-hoc networks, where
the nodes have limited battery and the cost of sending a messdirectly proportional to the lifetime of a
node [8], minimizing the number of messages is a key aspéabeinverall efficiency of the solution. In this
work, we concentrate on finding both message and time effielgorithms for broadcasting problem and
for the more general multi-broadcasting problem, with arnitheut aggregation. We separate our analysis
to two types of network settingscentralizedand distributed In the centralizednetwork setting [7], we
assume that each node has full knowledge about the topoldipe metwork, including size, distance, and
the ids of all nodes. In thdistributednetwork settings [9, 10, 11], we assume that each node hapartlial
information about the network; for example, the number ddimieors it has or the total number of nodes.



Our results. For centralized network setting we show a direct relatiotwben messages efficiency and
the size of the underlyingpackbonetopology, on which rumors propagate to their destinatiord show
how to build a backbone such that the number of message tidedns small. To handle time efficiency,
we show how to shorten the diameter of the obtained backbeh&h decreases the total time of the
scheduling algorithm and ensures all rumors arrive to ghestination as soon as possible. Our construction
has minor impact on the message efficiency. Our results wegrprevious approximation ratio by Kim
et al. [12]. For the distributed network settings, we firabwhow to construct the backbone on which
rumors will propagate. Next, we show a randomized messagj¢irme efficient technique for transmitting
messages using the constructed backbone structure. Tiregee enables calibrating the performance of
the algorithm based on time or message requirements. Thatya@f our approach is by comparing the
guality of the proposed algorithms under each of the catexgparately. In addition, as a by-product of our
work, we present an algorithm for building a connected datimg set with shorter diameter.

The rest of the paper is organized as follows: in Section 2 resgnt the model of the network and
formulate the multi-broadcast optimization problem. Suamyrof related work is presented in Section 3.
We provide approximation algorithms for efficient message time broadcast and multi-broadcast under
centralized setting in Section 4, and extend this work fetrdiuted setting in Section 5. Our conclusions
and future work are summarized in Section 6.

2. Model and Problem Formulation

Ad-hoc wireless networks consist of a setroimobile units, also calledhodes distributed in a two
dimensional plane and equipped with radio transmittersrandivers. The power required to transmit a
message from a node to distancis P = r, wherer € [1, ®] is the transmission radius for some physical
system parameteér > 1 anda € [2,4] is the path loss exponent [13]. Our model is made more rigaligt
the incorporation of physical obstacles in the network,clihiepresent buildings, trees or other objects that
block message transmissions [14]. The transmission poieerah nodeP(u) is pre-configured, and cannot
change during the course of the algorithm, and a directed bdiyveen two nodesandw is formed if there
is no physical obstacle and if the Euclidean distance betwem,d(u, v) is less thang/P,. In addition,
we also consider the special case of Unit Disc Graphs (UDGgreP (v) is equal for all nodes.

Let k& be the number of different rumors in the network. In our moted cost of sending a rumor from a
node to its neighbors is fixed, but updoumors,1 < ¢ < k, can be compressed to a single message, which
we refer to apatch Intermediate nodes can merge multiple batches, but onatch bize exceedsoriginal
messages, it cannot be further compressed. We considasliitveing parameters of the network graph
its diameterd, the degree of each nodév)¢, its maximum degreé ; andhq(u, v), the shortest number
of hops needed to route a message fiotm v in G; subscriptG is removed when itis clear from the context.

In this paper, we study th& ulti_Broadcast problem, which is defined as follows:

Input: GraphG = (V, E), setS of k source nodes each with one rumor, and compression parameter
Output: Multi-broadcast schedule from all nodesSrto all nodes inl.

For abbreviation we us8&roadcast whenk = 1 and Multi_Broadcast otherwise. Note that in some
related work [4, 7], whelk = n the problem is refereed to as gossiping.

We are looking for a solution to the problem under the follogvbptimization criterion:

Message Efficiency:The objective here is to minimize the number of messagesnrdted in the network

in the course of the algorithm. When analyzimigly the message efficiency criteria, we do not take interfer-
ences into consideration, assuming that all messages cechbduled by some interference-free protocol
without increasing the number of messages sent (e.g., wpardition time inton time slots, and let node

i transmit in time slot numbered= i mod n). This assumption is removed when additional optimization
criterion are considered. We define,,; as the minimum number of messages that are transmitted in the
network during the execution of the optimal solution.

Time Efficiency: The objective here is to minimize the time it takes until alimors are received by all
nodes. When analyzing time efficiency, we adoptph&ocol interference mod¢l5], where a communi-
cation between nodesandwv is successful if no neighbor ef(the receiver) is simultaneously transmitting.



For any subgrapi’ C G, let I,,(u, T') be theconflict setof « in 7', which consists of nodes that cannot be
scheduled to transmit simultaneously witltbecause they interfere 10s recipients. Note that since we use
omni-directional antennas we haligv,T') = Ar(Ar — 1). We defines,,; as the minimum time required
to deliver all rumors to their destinations.

When analyzing the efficiency of an algorithm, the perforosais compared to the optimal solution un-
der each specified criteria, i.e., in time and message eftidieulti_Broadcast, we ask to find a schedule
that uses at mostm,,; messages, and takes at mgst,; time, for some parametets 3 > 1. Approxi-
mation algorithms are used since time efficient gossip ishdfel-[16, 17] and, as we show in Appendix A,
message efficient gossip is also NP-hard.

To efficiently solveBroadcast under both centralized and distributed settings, we alsw diow to
construct an underlying graph on which rumors are routeuwh fitte source to the entire graph; we refer to
this graph as the netwotkackbone

3. Previous Work

The problems of message and time efficient broadcast, tmaédcast, and gossigk = n) have
been studied in multiple research papers. For centralizdthg, Clementi et al. [4] studied gossip with
the existence of faulted links in the networks. They prodoae algorithm with time efficiency)(nA)
and message efficiena(n?) without compression, and time efficien¢)(dgA) and message efficiency
O(dgn) with maximum compression, i.ec, = k. The model was extended to include radio interfer-
ence by [7], where Gasieniec et al. showed how to construettaa ghthering tree for fast broadcast and
gossip. For broadcast, they proposed two algorithms, métestic and randomized, with time efficiency
da + O(logn?®) anddg + O(log n?), respectively. It was later asymptotically improved by Kdski and
Pelc [18], who provided a polynomial time deterministicaithm computing broadcast protocol with time
efficienct O(dg + logn?). For gossip, Gasieniec et al. [7] also showed an algorithth time efficiency
dg + A -n + O(logn?). If the maximum degree is bounded Bylogn), Cicalese et al. [19] improved

the result tadg + O(légﬁgn) time efficient broadcast an@(dq + Mgﬂ%) time efficient gossip. In
addition, they showed that their result is almost tight bpstaucting aA-regular tree in which the time
efficiency of gossip is at lea$t(dg + AlolggA"). For more results see [20, 21].

For distributed setting, where the only information a nods s its coordinates, Emek et al. [11]
studied two initialization model in Unit Disk Graphs: cotidnhal wake up, when all stations other than the
source are initially idle, and spontaneous wake up, whergations are initially awake. They proposed a
O(dgg) and amax(O(dg + g%), dg log g) time efficient algorithms, whergis the inverse of the minimum
distance between any two nodes. In addition, they showedradower bound for time efficiency for any
deterministic algorithm i€ (dg./g). In a follow-up work [22] the authors showed that for gridwetks,

although the lower bound for broadcast std@y&l,/g), there is a faster algorithm with time efficiency

(’)(ng% log g). For multi-broadcast, Chlebus et al. [2] showed a distiitgualgorithm that constructs a tree
using an innovative breadth-then-depth traversal. Theardhm has time efficiency (k log n> 4n log n?)
even for compression = 1. Another interesting model was proposed by Chlebus et 8], {£here only
sources exchange their messages. Their algorithm has fiitiereey O(max, es d(u,v) + k + logn?)

for distributed settings with full message compression=(%). Both papers assumed that the network is
directed.

Although its importance to network long-ability and ovéealergy consumption, there have been limited
research that emphasizes the importance of message effiégiedata routing. In [24], the authors have
shown that multi-broadcasting problem is NP-hard whemiytio minimize time or message efficiency.
They did not provide NP-hard results for general compressatio and did not present any algorithm for
the problem. The problem was also studied by Berenbrink.4f8], where the gossip and broadcast in
random and general networks were studied. For random nietwargossip algorithm where each node
transmits at mosP (log n) messages was presented, and for general networks, a tsbaligaithm where

. 2 .
each node transmits at mast %5~ ) messages was given.
dg

log



The algorithms in this paper use a modified version of the eocmmd dominating set as a compact
backbone for routing messages. The minimum connected @diminset is NP-hard [26], and approximable
within the factor of2 + H(A), where H(i) is thei-th harmonic number, for general graphs [27] and the
factor of 7.8 for Unit Disc Graphs [28]. For ad-hoc networks, Kowalski ahatdzinski [29] demonstrated
how to construct a backbone (CDS) in SINR model with applicato multi-broadcast. They also showed
a construction in sublinear time for radio networks [30]. the best of our knowledge, the only paper
that made a connection between connected dominating sehesshge efficient gossiping was [31], where
Harary et al. demonstrated that the email gossip numberchnaii the minimum number of messages
required for gossiping messages fremsources, isy — 1 + |D,y:|, WhereD,,, is the optimal minimum
connected dominating set af®,,| is its size. Another interesting sub-problem that we irigesé is
finding a small connected dominating set with short diaméter Unit Disk Graphs, Kim et al. [12] found a
connected dominating set with sige| D, | + 15.582 and with diametetd,, + 6, whered,, is the diameter
of any optimal dominating set it¥. A related model was proposed by Du et al. [32], where theaasth
showed how to construct a CDS such that given a paramgtes distance between two nodesndwv is at

mosta - d(u,v). Their construction provideH(M)-approximation to the size of the solution for alll

3
graphsG’ C G, such thatl, (u,v) = dg(u,v).

4. Multi-Broadcast under centralized setting

In this section, we show bi-criteria approximation algumits for message and time efficidBtoadcast
and M ulti_Broadcast, i.e., our algorithms find a solution having cost within atfaof o from the optimal
solution with minimum number of messages and within a faofg# from the optimal solution that needs
minimum time to distribute all rumors. The proposed aldoris are designed for centralized networks,
where each node has knowledge about the entire networlkoigpol

4.1. Approximation algorithm for message efficiéhtoadcast

In this subsection, we solve the message efficiémadcast problem. We show a relation between the
number of messages needed roadcast and the minimum connected dominating set of the graph, and
provide a constructive algorithm that uses this fact forablizasting.

Algorithm 1. Message efficienBroadcast

1 Find a connected dominating sBtin G.
2 Transmit the rumor frons to all nodes usin@ as a backbone.

Let m,,: be the minimum number of messages required to complete ¢caecandD,,,; be the size of
the optimal dominating set. Assume we havenaapproximation algorithm for findin@ in Algorithm 1.
We claim the following:

Lemma 1. Algorithm 1 usesvm,,; + 1 messages to broadcast the rumor frem

Proof. Assume we have a solution for message efficiBnbadcast, and letT’ be the connected subgraph
along which the source message is propagated frtorall other nodes. Ldtbe the number of leaves i,
andd be the number of internal nodes. By definition, internal sad€” represent a connected dominating
set inG. In order to propagate the message to the entire tree, ath@mtnodes must transmit at least one
message; otherwise, we could transform the non-transiguitiode to a leaf. Thus, the total number of
messages transmitted is at least:
e { ID|+1 ifsisaleaf

1 D] otherwise

This is illustrated in Figure 1. Clearly, we ha#®,,; < m,,;. Therefore for any approximation algorithm,
we havex - D,y < o mgp. Thus, we can use MCDS approximation algorithm, attach dlece nodes if

it is not a part of the dominating set, and get a backbone ontwilie propagate the broadcast message. The
number of messages required is identical to the number @fsiodhe solution and is at mast D, + 1.00
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(a) s is part of MCDS (blue nodes)Dopt| = mopt (b) s is not part of MCDS (blue nodes)Dopt| + 1 = mopt

Figure 1: Similarity between MCDS and the optimal broadtestkbone. The value of.,,; denotes the
size of optimal broadcast backbon®,,,;| denotes the size of optimal minimum connected dominating se
ands is the source.

Combing this with the best known MCDS approximation aldworityields the following lemma:

Lemma 2. Algorithm 1 solvesBroadcast and uses at mostH (A) + 2)m,,: + 1 messages for general
graph and7.8m,,; + 1 messages for UDG.

4.2. Approximation algorithm for message efficient.iti_Broadcast

In this subsection, we extend the result for message eftiédenadcast to Multi_Broadcast. Note
that we neglect the effect of interference since it is not pathe optimization criteria. LeD,,| be the
size of the MCDS inGG, m,,; be the minimum number of messages required to distribute mlmors in
Multi_Broadcast, and

D | = { |Dopt| — 1 if sis aleaf
opt | Dopt| otherwise.

We claim the following:

k([ Dopt|-1)
C

Lemma 3. < Mopt-

Proof. Assume that = 1. We proved in Lemma 1 that for any< S, it is optimal to propagate node
rumor using the MCDS. Thereforeyo,: > > . |Djyil > k - minges [Dg |-
Now assumec > 1. For eachD;,, we cannot compress more tharmessages per node M7 ;.

Therefore, every nodeis accountable for at Iea@ messages. Our claim follows since:

Mopt > Z opt‘ kmlnSES ’Dopt’ > (|Dopt| - 1) ‘

C C
seS O

Before introducing our main algorithm, recall that in catized setting each node knows in advance the
structure of the entire topology. Thus, every determiaiatgorithm can be run inside each node without
incurring additional messages. Algorithm 2 is as follows:

Algorithm 2: Message efficiend/ ulti_Broadcast
Input: GraphG = (V, E) and a set of source nods's
Output: A gossip schedule from each nosle S to all nodes inl/.
1 Find a connected dominating sktin G.
2 Select the node with the lowest id as the reot
;/* For the next part, we assune we are provided with an
i nterference aware protocol. */
3 Send the messages from all source nodesaeer a path irD, aggregating messages when possible.
4 Create a rooted arborescence fropand send all messages franto all nodes alon@, sending
exactly% messages by each transmitting node (internal and source).




Claim 4. k < mgp.
Proof. The proof follows by the fact that every nodec S must transmit at least once. O
Claim 5. Line 3 in Algorithm 2 uses at mogp| - % + k messages.

Proof. Since we havé sources, the maximum number of messages that any node lmgjdo@ may send
is at most%, and we need to add the additiortamessages to account the fact that some of the sources may
not belong to the dominating sét O

Claim 6. Line 4 in Algorithm 2 uses at mo§D| + 1) - £ messages.

Proof. For each internal node and for nodewe need% messages to deliver all source messages to all
of its neighbors. Since we hay®| + 1 such nodes if- belongs toD and|D| nodes otherwise, the claim
follows. O

By combining Claims 4, 5 and 6 we get that the number of messsgyat in Algorithm 2 is at most:

k k k 1
(ID|+1)—+|D|—+k=2|D|—+k(1+-)
C C C C

We again use tha-approximation algorithm for MCDS and obtain:

1 2ak(|D0pt| _1)

k 20+ 1
20| Dapel) = + k(1 + ) = - =

+ k( 1)<

20+ 1
—+

2amopt + Mopt( 1) =

1
Mopt (20 + 1) (1 + E)
Using the approximation algorithm for MCDS from [27] for geral graphs and [28] for UDG yields:

Theorem 7. Algorithm 2 is a(2H (A)+5)(1+2)-approximation algorithm for general graphs amd.6(1+
%)-approximation algorithm for UDG for message efficiédtiti_Broadcast.

4.3. Combining Time Efficiency

Algorithm 1 is optimized to reduce the message complexitthefmulti-broadcast scheme. However,
the criterion of providing optimal results for time effic@n(i.e., minimizing the time until alk rumors
are received by all nodes) is still not satisfied. kgf; be the minimum time required to distribute &ll
rumors to all nodes. Clearly,,; > dg, since each rumor must propagate over the diameter. Theis, th
rumor distribution time of any algorithm that uses a coneéaominating seD as a backbone is lower
bounded bydp + 2 (e.g., when sender and receivers are leaf®)n If dp is relatively small, we can
use one of the interference aware scheduling algorithm®proft Algorithm 2, and produce a time and
message efficient distribution scheme. Therefore redutiagliameter of the resulting dominating set will
necessarily improve the time efficiency of the algorithm.téNihat this task is not always trivial, since for
some instances the diameter of the minimum connected dtimgreet isO(n) times the optimal diameter,
see example Figure 2.

In this section, we first present Algorithm 3 for the probleffimding a minimum connected dominating
set with bounded diameter, where we aim to find a dominatih@s# small size and small diameter, with
respect tdD,,:| andd. Once the backbone is constructed, we analyze the cost efisling messages
over it and incorporate the effect of interference.
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(a) Input graphG with dg = 4 (b) MCDS (blue nodes) withD,¢| = 16 anddp = 15
Figure 2: Instance where the optimal MCDS does not yieldnagititime efficiency. The diameter of the

input graph is alwayd, but the diameter of the chosen minimum dominating set isleiguthe size of the
outer ring (and equalg;t).

Algorithm 3: Compute Minimum Diameter Connected Dominating Set
Input: GraphG = (V, E)
Output: Connected dominating s&t
1 Find a connected dominating sBt
2 Letr be the node with minimum id i®.
3 Run a DFS traversdD F'S, from r on D and partitionD to clusters(C1, Cs, . .., Ck, each with
hags(r,v)
dg

diameterds (a nodev € D will belong to cluster; = L J ; a node that is traversed more than

once can choose the dominating cluster arbitrarily). Theeva,,(r,v) stands for the distance
between- andv in DFS tree.

Let ¢; be the node with minimal id in cluster;; setc; as the cluster leader.

Connect all cluster leaders tausing shortest paths in gragh

Add to setD all nodes that belong to the found shortest paths.

EmitD.

We state the following.

~N o 0o b

Lemmas8. dp <4-dg.

Proof. Givenu € C; andv € Cj, the length of the path from to v is equal tohp(u,c;) + hp(ci, ) +
hp(r,¢;) + hp(cj,u) < 4 -dg, wherehp(u, v) defines the length of the path betweeandv in D. The
last inequality holds since, by the construction of the atbm, for anyu,v € C;, hp(u,v) < dg. O

Assume we have an algorithm that finds a dominating set wa@iD,,,.| in line 1 of Algorithm 3,
then we have:

Lemma 9. |D| < 3(a|Doptl)-

Proof. Since we perform a DFS traversal, each edge is traversedsittmioe, and the number of clusters
is at mosﬂ“‘dp—gpt'. The number of nodes that are added to connect each cluatanstd;. Thus, the new

size of the dominating set is at mastD,,:| + 2“5—2}’” ~dg = 3a|Dope|. O

To conclude, using [27] and [28] for approximating MCDS imgeal and UDG networks, respectively,
we get the following theorem:

Theorem 10. Algorithm 3 computes a connected dominating set of size at 3(® + H(A))|D,,:| for
general graphs and of size at mdst6|D,, | for unit disk graphs, and has diameter of at mégt;.



We are ready to analyze the time efficiency of Algorithm 2 dherbackbone constructed in Algorithm
3. We begin by analyzing the algorithm under no interfereassumption; later we will show how to
incorporate the interferences in the model. We additigredlsume that a node starts forwarding a batch of
messages once it hsmessages.

The following lemma gives a lower bound for afulti_Broadcast algorithm:

Claim 11. The time efficiency of any algorithm &y uiti_Broadcast is at Ieast% +dg — 1.

Proof. Construct a star witk peripheral nodes (the broadcast set) and attach a pathgtiiléito the center
of the star. Letr be the farthest node from the center. The optimal solutido tsansmit allk messages
to the center simultaneously and then directly send them Whis scheduling take% + dg — 1 (without
considering interference). O

For Algorithm 3 we have the following upper bound:

Lemma 12. Ignoring interferences, the time efficiency of Algorithmv2rany dominating set is at most
2(480pt + 1)

Proof. Assume we have a nodewith & messages. Ignoring interferences, sending a messageuftom

v € V takes at least — 1+ d(u,v), sinceu has to transmif time to move all the messages to the first hop
neighbors, and additiondl(«, v) — 1 time until the last message propagates from the first hoghbeig to

v. Optimally,» belongs taD, and sai(r, v) for the k sources is at mostp + 1. The algorithm is composed
from two scheduling steps: converging all messages towaadsl disseminating them fromoverD. Thus,
we get that the time efficiency is:

k k k
2(2—1+dp+1) :2(dp+z) §2(4dg+z) < 2(4sopt + 1). 0

Before incorporating interferences to the model, we staddllowing lemma:

Lemma 13 ([33]). Any deterministic scheduling algorithm on a spanning tfetghat ends after rounds
can be transformed to a collision free algorithm wjil(u, T')| - ¢ rounds until completion.

Algorithm 2 uses spanning trees for the convergecast arabbast operations, so the algorithm from
[33] can be used to perform the collision free schedulingtipiying the scheduling time byhax |, (u, T')| <
A2,

Combining Lemma 12, Lemma 13, Theorem 10, and by changinggbeoximation ratio for MCDS
from o to 3« in Theorem 7 we get:

Theorem 14. Algorithm 2 on the connected dominating set constructediggrahm 3 has time efficiency
A%2(4s0, + 1), message efficiend(2H (A) + 5)(1 + )m,,, for general graphs and message efficiency
15.6m,,; for unit disk graphs.

5. Multi-Broadcast under distributed setting

In this section, we focus on distributed network settingeveheach node has only partial information
about the network when the algorithm starts. First, in Scifise 5.1 we show how to distributively construct
the network backbone. We emphasize that the efficiency afdhstruction is of less interest as we focus on
finding a backbone on which distributed multi-broadcastmgfficient with respect to time and messages.
Later, in Subsection 5.2, we show an efficient message aredgifmeduling routine, which is used to route
the rumors on top of the obtained backbone and explain hopyly éhe distributed versions of Algorithm 2
and Algorithm 3.



5.1. Constructing the network backbone in the interferénee settings

In this step of developing distributed algorithms, we assuhat all nodes have unique ids, and are
aware of their local neighborhood (i.e., each node knowstites that are in specific hop distance from
it) and the diameter of the graph. In addition, the networlessumed to be signal interference-free. The
required steps to implement Algorithm 2 under distributettisg are to construct a CDS, select a leader
r, route all rumors from alk sources to- and fromr to the entire graph along the found CDS. For CDS
construction, we use the distributed algorithm from [34hieh constructs a CDS with SiZ& (A)D,,:
usingO(n|da|) messages an@(|D|(A + dp)) time for general graphs, or the distributed algorithm from
[35], which constructs a CDS with size at m@$2,,,; usingO(n log n) messages an@®(n) time for Unit
Disc Graphs. We use these algorithms in such a way that a rasdeend a message batch once it has
rumors in its queue but not later thdp time from the previous transmission.

The backbone constructed by Algorithm 3 extends the CDS\aglidg it to clusters using a depth-first-
traversal, finding the shortest path from each cluster amd adding those paths to the constructed CDS.
After the CDS is constructed using one of the distributedines, we findhq(r, v) for each node € D
by selecting a leader, and running the distributed depth-first-traversal alipomi from [36]. In each cluster
C;, the nodes locally select a cluster leaders using the lesafiection algorithm from [37] and discover the
shortest path te using the routine from [38]. All nodes in the shortest patresthen added to the CDS.
The message complexity of this stegd$|E| + n - di) and the time complexity i©(n).

5.2. Message and time efficient routine for spreading a ruimdine distributed setting with interference

In this subsection, we present multiple time and messaggegffirumor distribution routines, which
will later be used to implement ulti_Broadcast using the distributed algorithm proposed in Subsection
5.1.

Setting with collision detectionProcedures Send-Rumor and Receive-Rumor ensure that ihisenwof
messages and scheduling time which are needed to tranamgtersimor (or a compressed batch of rumors)
from some node to its neighbors will not take too much time. a&sume that all nodes have synchronized
clocks and have a collision detection mechanism. Later wesdiow to modify the algorithm to support
weaker scenario where, in case of a collision, no signal @&ceWe also assume that each nadis
aware of the number of neighbors it hg%), and of the maximum degreéj. This can be accomplished
by performing the neighbor discovery counting routine,ngsj39], which computes, w.h.p., a constant
approximation degree of each nodefilog? n) time using®(log n - §(v)) messages.

Procedure Send-Rumor Procedure Receive-Rumor

1 Selects independently and uniformly at random ar if Collision occurred in slotc(x < pA) then
integerx € [1, uA|. 2 | Send an error message in sjoh + x.

2 Send rumor in slot. 3 end

3 Wait idle for uA + pA — z slots.

4 if No error message arrive and no collision is
heard in slotuA + x then

5 | Done

6 end

7 else

8 | Collision occurred, retransmit

9 end

Let v be the neighbor ofi, 1 € [1, n] be the message-time coefficient factef be the number of slots for
transmissiong(u) be the number of neighbor®, [v, ] be the probability that transmits at slot and X,
be the indicator variable representing the event thaiccessfully received the message franwe have:



Therefore, the probability that af(v) neighbors will receive the rumor without interference iseaist:

TI0 - )% = (1= )20 om0 = =5
. % m
=1

The probability that at least one neighbor does not recéigertessage fromin j consecutive rounds is at
least: .

(1 —e K )j>
and, thus, the expected number of retransmissions untibdis receive the rumor is at most:

3(v) 3(v) 5(v) s(v)

e .
Si—e Y = e ) 2
7=1

The first equality follows from the convergence of the inrsum:> 5, j(1 — e¥) = e2#(1 — ).
Finally, per round, the probability that a neighbor will reaicceed in sending a message &nd there-
fore cause to send an error messaggis— (1 — ,%A)A)- Hence, the expected number of error messages

sends per round is at most:

1 _1
§(v)(1 —(1— ,TA)A) ~o(v)(1—e ).

Let « be the approximation ratio of the distributed implemewptatf the minimum connected dominat-
ing set. By applying the procedures for sending messagéidistributed implementation of Algorithm 2
we get:

Theorem 15. For setting with collision detection, there is a distribdtanplementation of Algorithm 2 for
§(v)
Multi_Broadcast with message efficienafy(amoptezT (14 0(v)(1 — e%)) and time efficiency
—4(v)

O(sopipise®

Setting with no collision detectionAs mentioned earlier, the collision detector restrictiam de removed

if, in each iteration, a transmitting node selects only dnesmeighbors as the receiver, and sends the rumor
directly to it in slotz. If the rumor is received by the neighbor, it responds wittaeknowledge message
in slot m + z. If no acknowledge message is received, the transmittirtte ssumes collision occurred
and retransmits the message. We have shown that the piigbdiéit a node will receive the message

without collision is at mosta_i and, thus, the expected number of rounds until a rumor isveddy all
1 1
neighbors of node is at mosk» §(v). Therefore, the time efficiency is at m@gtAer §(v) and the message

efficiency is at mosﬂeié(v). To reduce the number of rounds, instead of iterating theebautine for all
neighborsp can send a list of neighbors from which he did not receive &n@egledge message. In order
to successfully receive a message, when a neighbor matieoses a slot, this slot should not be taken by

any neighbor of, and the source node Hence, the probability for a successful transmissicm_l%s. Let;’
be the round after which all nodes received the rumor and jgtbe the expected number of nodes that did

=
not receive the rumor after rourd We have;(j) = §(v)(1 — e'# ). Excluding the source, the expected
number of nodes that transmit in rougids at most the expected number of remaining nodes after round
j — 1, which is:

1
bgi%. Thus, the expected time efficiency is at

The routine terminates wherf;') < 1 and, thus;" =
logl—e »

mostuAj . By including the source, which transmits once per itergtthe expected message efficiency is
2 / « . . . . . . .
at moster d(v) + j . Combining with the distributed implementation of Algbrrit 2 we get:



Theorem 16. For setting without collision detection, there is a distribd implementation of Algorithm 2

for Multi_Broadcast with message eﬁiCien@(amopt(e%cS(v) +

L H o -
e R > )) and time efficiency

logl—e ©

O(soptuAﬁ).

2
logl—e »

6. Conclusions and future work

In this work, we developed algorithms for message and tifi@efit broadcasting and multi-broadcasting

in ad-hoc networks under centralized and distributed regti We begin from a simple message efficient
algorithm for centralized setting without consideringeriérence and extend it to a complex interference-
aware time and message efficient algorithm under distiibsétting. Future extension of our work could
investigate the complexity of multi-broadcasting under 8INR model or explore message and time effi-
ciency algorithms when faulty links exist. Another inténeg question is to investigate the relation between
the total time required for multi-broadcast, and the maximdegree of the underlying topology on which
rumors propagate.
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Appendices

A. NP-Completeness

In this section, we show that both message efficieémniadcast andM ulti_Broadcast are NP-Complete
under centralized setting. We use a reduction from SET-CRMEhere we are given a collection of sets
Uy, ....,U,, whose union i€/, and a natural numbér We then ask if there is a sub-collection of at mbst
sets whose union i§. To show the reduction fromroadcast and Multi_Broadcast to SET-COVER, we
consider the following decision problem:

Instance: A graphG = (V, E), a set of source nodes= {s1, ..., s; }, andm € N.
Question: Is there a broadcast/gossip scheme that uses atrmpsssages?

Lemma 17. Message efficienBroadcast is NP-Complete.

Proof. We show that SET-COVERS,, Broadcast by constructing &-tier graph from the SET-COVER
instance, where the nodes in the second tier representteasd the nodes in the third tier represent the
elements. The construction is as follows: create a sourde navith one rumor to distribute, and place
it in the first tier. In the second tier, create one naeder each set’;, and in the third tier create one
node per element in sé&f. Connects to all nodes in the second tier, and each node in the secantbtie
the nodes from the third tier that are associated with itmelds (see Figure 3). To support such network
construction in Euclidean plane, we set equal transmigsiever P, for all nodesv in the second tier, such
that P, > d(u,v)® for any nodev,! and a very small poweP,, for all nodesw in the third tier, such that

Here the symbol %" means that the left hand side is bigger by the right hand bidsufficiently large positive (constant)
factor.



(c) The Multi_Broadcast instance whergS| = 3.

Figure 3: The reduction from SET-COVER Broadcast and Multi_Broadcast.

d(u,v)* > P, for any nodev. By doing so, an edge is created between any pair of nodestfrersecond
tier and the third tier. To prevent the propagation of messdigpm node to nodesy that are not associated
with U; we simply surround> with obstacles. As for the source nosleve place it sufficiently far from the
second tier so that no node from the second or the third tieldaeach it, and associate with it a sufficient
power to reach all nodes in the second tier.

Since we use omnidirectional antennas, after one tranemjghe message fromarrives to all nodes
in the second tier, and when a node from the second tier tigg)sali connected nodes from the third tier
receive the message. We then ask, if there is a solutidhrtadcast that uses at most = [ + 1 messages.
Clearly, in this solution, at mogtnodes from the second tier transmit, and all nodes recea/ensssage
from s. To construct a SET-COVER withsets fromBroadcast with m = [ + 1 messages, we select the
sets that represent tih@odes that transmitted. Since there lanedes and all elements are covered by those
nodes, they form a SET-COVER 06f. O

Lemma 18. Message efficiemt/ ulti_Broadcast is NP-Complete.

Proof. We use similar construction as in Lemma 17, but instead ofr@amsmitting node, we create a clique
of size k in the first tier and connect each node in the clique to all sédeer nodes (see Figure 3c). We
then ask whether there is a solutionMbulti_Broadcast with m = k - [%1 + k messages. Clearly, in any
optimal algorithm, allk rumors must be delivered to the intermediate nodes fordutistribution and it is
not possible to aggregate them. Once we havé alimors in the intermediate nodes, once we can find a
schedule such that only intermediate nodes transmit, we can use the same arguneeirtghe proof of
Lemma 17 and show that SET-COVER, Multi_Broadcast. O



