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Abstract In this paper we introduce the Cluster-Based 

Beacon Dissemination Process (CB-BDP) that aims to 

provide vehicles with a local vehicle proximity map of 

their vicinity. Based on this map, safety applications can 

be used for accident prevention by informing drivers about 

evolving hazardous situations. The CB-BDP is designed 

under the two following objectives. First, since it is used 

for safety applications, we want the map to be detailed and 

accurate as much as possible. Second, we want the map to 

be coordinated with nearby vehicles, thereby allowing 

synchronized and coordinated reactions of nearby vehicles 

to evolving hazardous situations. We design a cluster 

based aggregation-dissemination beaconing process that 

uses an optimized topology to distribute the vehicle 

proximity map. The topology is adaptive and robust in 

order to meet the challenging VANET conditions. An 

accurate and detailed map results in a heavy load of beacon 

messages. Our proposed scheme deals with this problem 

by integrating a contention-free medium access control 

(MAC) strategy for reliable communication. 

Keywords Beacon dissemination  distributed algorithm   

medium access control    self-organizing topology 

1 Introduction 

Vehicular ad hoc network (VANET) is a promising branch 

of traditional MANET. VANET is designed to provide 

wireless communication between vehicles and between 

vehicles and nearby roadside equipment. This 

communication intends to improve both safety and comfort 

on the road. The majority of VANET applications require 

the availability of real-time position information. Some of 

VANET applications, such as Adaptive Cruise Control and 

Cooperative Intersection Safety, require a certain degree of 

positioning accuracy in order to be able to function 

properly. For new research tendencies and state of the art 

of VANETs see [37-39]. Critical safety applications 

though, such as the Vehicle Collision Warning and the 

Cooperative Awareness applications, which enhance the 

driver’s perception and knowledge of the road and the 

environment, require very precise and reliable localization 

system. The acceptable localization error in these 

applications is with a meter in order to estimate accurately 

the distances between vehicles and between vehicles and 

objects. 

The US FCC has allocated 75 MHz of the spectrum in the 

5.9 GHz band for Direct Short Range Communication 

(DSRC). The DSRC spectrum is divided into seven 10 

MHz channels. One of these seven channels is designated 

as a control channel, and is used primarily for safety 

related applications. There are two types of traffic safety-

related communication that circulate on the control 

channel: the event-driven messages that are sent whenever 

a hazard situation has been detected and the periodic 

beacon messages by which vehicles announce their current 

status information – such as position, speed, steering – to 

nearby vehicles. Those beacon messages are a key 

component of safety applications by providing vehicles 

with a broad and accurate vehicle proximity map [1,2] of 

their surroundings. Based on this map, safety applications 

– usually referred to as Cooperative Awareness 

applications – can be used for accident prevention by 

informing drivers about evolving hazardous situations. 

The dissemination processes of event-driven messages and 

beacon messages have distinct objectives and 

characteristics. Event-driven messages on the one hand are 

triggered only at detection of an emergency situation, and 

therefore, are not expected to cause significant load on the 

channel. However, once a hazardous situation is detected, 

an emergency message must be distributed in the complete 

dissemination area with high reliability and short delay. 

Beacon messages on the other hand have a more relaxed 

deadline requirement, but are expected to cause the 

significant load on the channel.  

In this paper we introduce the Cluster-Based Beacon 

Dissemination Process (CB-BDP). This process aims to 

provide vehicles with such vehicle proximity map of their 

vicinity. The CB-BDP is designed with two objectives in 

mind. First, since the vehicle proximity map is used for 

safety applications, we want the map to be broad and as 

accurate as possible. Second, we want the map to be 

coordinated with vehicles located nearby. This 

coordination is required for the synchronized and 

cooperative reaction of nearby vehicles to evolving 

hazardous situations. However, such an accurate 
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estimation in a dynamic environment requires a high 

transmission frequency of beacon messages from 

numerous nearby vehicles, which in turn, results in a high 

data load on the channel. Moreover, coordinating a map in 

a lossy channel is challenging because proximity 

information may be received by some vehicles and not 

received by others. 

To address these challenges, we suggest replacing the 

traditional multipoint to multipoint transmissions of 

beacon messages with a cluster-based aggregation-

dissemination process. In this way, nearby vehicles share a 

coordinated map of their vicinity. To deal with the high 

load of beacon messages, we introduce a contention-free 

Medium Access Control (MAC) scheme intended to grant 

the CB-BDP with efficient and reliable spatial bandwidth 

reuse. 

The first step to achieve this goal is to integrate cluster-

based MAC [3,4] into our scheme. In cluster-based MAC, 

the channel access of cluster members is synchronized in 

order to provide contention-free channel access within the 

cluster. Furthermore, cluster-based MAC can provide 

bandwidth efficiency by bandwidth reuse among clusters. 

However, for reliable bandwidth reuse the resulting inter-

cluster interference needs to be reduced.  

In order to deal with this inter-cluster interference, we 

propose to combine cluster-based MAC with inter-cluster 

colouring scheme used to synchronize channel access 

between adjacent clusters. The cluster colouring is used by 

the CB-BDP to mitigate the inter-cluster interference by 

providing two levels of bandwidth reuse. The first level is 

a complete inter-cluster bandwidth reuse at which 

bandwidth is reallocated among all clusters. The inter-

cluster colouring is used to reduce the inter-cluster 

interference by synchronizing concurrent transmissions 

taking place in adjacent clusters according to a fair Signal 

to Interference plus Noise Ratio (SINR) optimization 

criterion. The second level is less efficient but more 

reliable bandwidth reuse. In this case, the cluster colouring 

enables highly reliable transmission by silencing not only 

transmitter cluster members but also members of the two 

adjacent clusters. 

This paper is organized as follows. In Section 2 we present 

related work. The system model is described in Section 3. 

In Section 4 we present the Cluster-Based Beacon 

Dissemination Process. Section 5 illustrates simulation 

results of CB-BDP. Discussion (incorporating RSUs) and 

conclusions are provided in Sections 6and 7. 

2 Related work 

The IEEE 802.11p standard, designed for wireless access 

in the vehicular environment (WAVE) uses the CSMA/CA 

as its MAC method, despite the fact that it is suffering 

from the following well-known problems. First, when 

considering broadcast transmission, RTS (Request To 

Send)/CTS (Clear To Send) mechanism is infeasible. In 

such case, the CSMA provides no means to solve the 

hidden station problem, which in a heavy traffic load can 

lead to a high rate of packet collisions. Second, the CSMA 

can lead, under high traffic load, to unacceptable channel 

access delays, and therefore is unable to support real-time 

communications. 

Recent studies have demonstrated that under congested 

network scenarios the performance of IEEE 802.11p 

deteriorates significantly, resulting in unreliable 

communications [3,5,6]. In [3] the authors show that even 

in an average density of 8 vehicles per kilometre existed, 

only 10% of the data is transmitted without collisions. In 

[6] the authors show that a specific vehicle is forced to 

drop over 80% of its beacon messages because no channel 

access was possible before the next message was 

generated.  These results imply that in congested network 

scenarios the IEEE 802.11p may be insufficient to provide 

the reliable and real time communication required by 

cooperative awareness safety applications. Thus, there has 

been extensive research to study and improve the 

performance of IEEE 802.11p in congested scenarios. The 

focus has been on controlling the message transmit rate, 

such as [7,8], or transmit power, such as [9], while others 

focused on adjusting the contention window size [10] or 

the carrier sensing threshold [11]. In [12], the authors 

survey existing adaptive beaconing approaches including 

adaptive beacon transmission power, beacon rate 

adaptation, contention window size adjustment and hybrid 

adaptation beaconing techniques.  

A different MAC approach suggested for VANET (e.g, 

[13-15]) is to use channelization-based MAC scheme (as 

TDMA) rather than the current CSMA/CA contention-

based approach. The main objective in these works is to 

support real time deadlines. The Space Division Multiple 

Access (SDMA) [13] scheme defines a one-to-one map 

between the space divisions and the bandwidth divisions, 

so within each bandwidth division a TDMA scheme is 

mapped. This scheme provides users with collision-free 

access to the communication medium, and guarantees 

delay-bounded communication in real-time. However, this 

mapping is likely to be impractical in a real system [16], 

mainly because of the lack of flexible adaptation to the 

scalable and dynamic vehicular environment. Another 

TDMA approach is the Self-organizing Time Division 

Multiple Access (STDMA) [14]. The STDMA algorithm is 

found in a standard for the shipping industry, automatic 

identification system. In this scheme each node is engaged 

to a slot within the frame. During the initialization, the 

node will listen for the channel activity during one frame 

and then will pick a slot randomly within the frame that is 
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not currently occupied by someone else. If all slots within 

the frame are occupied, the slot used by a station located 

furthest away from oneself will be chosen. 

In this paper we present a different approach which is 

cluster-based MAC scheme [3,4, 17,18,19] in order to deal 

with congested network scenarios. In what follows, we 

describe in more details the most relevant cluster-based 

MAC schemes in the literature. In [17], Bononi and Felice 

propose a cross-layered MAC and clustering solution for 

supporting the fast propagation of broadcast messages in a 

vehicular environment. A distributed, proactive dynamic 

clustering algorithm is proposed to create a dynamic 

virtual backbone in the vehicular network. The vehicle 

members of the backbone are responsible for 

implementing efficient message propagation. Fast multi-

hop propagation is achieved as the next hop in the 

backbone forwards the message immediately without 

releasing the channel. As a result, the medium control is 

inherited and propagated over pre-defined multi-hop 

nodes, without introducing back-off delays, as long as the 

multi-hop backbone is connected and no collisions occur. 

The main objective of this topology is fast propagation of 

safety messages, and thus, it may serve as the 

infrastructure for event-driven dissemination. However, it 

is inappropriate for the multipoint to multipoint and high 

frequency transmissions of beacon messages. In [18], 

Almalag et. al. [18] propose a new TDMA cluster-based 

MAC for intra-cluster communications design to allow 

vehicles to send and receive non-safety messages without 

falling the reliability of sending and receiving safety 

messages. In [19], the authors present an RSU centric 

cluster based MAC. In this protocol, the RSU region is 

divided into prefixed clusters. In order to increase 

bandwidth availability, frequency reuse in non adjacent 

clusters is applied. Results show that the protocol has high 

throughput even for high data traffic load. 

In [3], Günter et al. present a medium access mechanism in 

which the clusterhead is responsible for assigning 

bandwidth to the nodes in its cluster according to the 

specific protocol requirement. The clustering scheme is 

based on a heuristic strategy in which vehicles distribute 

their state by the regular transmission of beacons. Each 

vehicle chooses its appropriate state, according to the state 

of the vehicles nearby. This clustering strategy produces 

overlapping clusters where vehicles in the overlapping 

sections (i.e., vehicles located within the transmission 

range of more than one clusterhead) act as gateways. In 

this way, clusterheads can communicate via two-hop links. 

However, as it highlight in the simulation results, the 

overlapping clusters result in high inter-cluster 

interference. 

Su and Zhang [4] propose a cluster-based multichannel 

communications scheme that supports both public safety 

message delivery and infotainment applications. Each 

vehicle is equipped with two sets of transceivers. In each 

clusterhead, one transceiver uses contention-free TDMA-

based MAC over the first transceivers, which are used to 

collect and deliver safety messages and control packets 

within this cluster. The second transceiver is used to 

exchange safety messages among clusterheads through 

contention-based MAC. In each cluster member, one 

transceiver is dedicated to communicating with the 

clusterhead and the other transceiver can be used to 

transmit the non-real-time traffic. To let two nearby 

neighbouring clusterheads communicate in one hop, the 

authors suggest limiting the intra-cluster transmission 

range by at least half of the inter-cluster transmission 

range. To reduce interference from neighboring clusters, 

different clusters are assigned different code-division 

multiple access (CDMA) codes. When a vehicle decides to 

become a clusterhead, it chooses randomly from a list of 

CDMA codes and informs its cluster members about it. 

Though this strategy addresses the inter-cluster 

interference, it results in inefficient bandwidth reuse 

among clusters. In this paper we will demonstrate that our 

CB-BDP applies efficient and reliable bandwidth reuse. 

3 System Model 

In this work we consider a distributed beacon 

dissemination process based on Vehicle to Vehicle (V2V) 

communication in changing dynamic environments such as 

highway and suburban scenarios. Accordingly, we leave 

the discussion about beaconing process around intersection 

junction out of the scope of this paper. This is because 

beaconing process on intersection is distinctive in terms of 

both objectives and challenges. On intersection, RSUs will 

be deployed in order to enable safe traffic merging from 

the different intersecting roads (e.g., the safety application 

Blind Merge Warning
1
). This implies that on intersection 

the main safety messages exchange will be between 

vehicles and the nearby RSUs. For such traffic, a 

channelized cluster based MAC is preferable since it can 

provide high bandwidth efficiency and channel access 

prioritization (e.g., according to the distance to the 

intersection). We will discuss how our solution can be 

integrated with such channelized cluster based MAC in 

Section 6, noticing that the detailed analysis of this 

mechanism is out of scope of this paper. 

In addition, vehicles are assumed to travel in the same 

direction along a road with a single entrance and exit. This 

                                                           
1
 This application warns a vehicle whether it is 

attempting to merge from a location with limited visibility 

having another approaching vehicle be predicted to occupy 

the intended merging space. 
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assumption is viable as vehicles travelling in the same 

direction share similar moving patterns due to traffic laws 

and road structures, thereby creating a stable topology.  

The CB-BDP manages the channel access for each road 

segment separately. Thus, when different road segments 

interfere with each other (e.g., when the vehicles travelling 

in opposite directions are interfering with each other) we 

assume that the different road segments are assigned 

orthogonal channel resources. 

 In the following section we present the clustering 

formation strategy used by the CB-BDP and the way the 

D-CUT algorithm and the CB-BDP interact.  

3.1 Clustering Formation 

The CB-BDP exploits cluster based topology (see Fig. 

1(a)) to be the infrastructure for its beaconing process. 

Each cluster contains a designated vehicle referred to as 

the clusterhead, connected by one-hop intra-cluster links 

to its cluster members. The second level of the topology 

consists of multi-hop, inter-cluster links that connect 

adjacent clusterheads. 

In [20], we introduced the D-CUT algorithm. The D-CUT 

algorithm is an iterative algorithm, which strives to 

discover and maintain a geographically optimal clustering 

for the current network configuration. The D-CUT 

algorithm is designed specifically to enable extensive but 

reliable inter-cluster bandwidth reuse. Thus, , the D-CUT 

algorithm performs with the following objectives: 1) the 

algorithm seeks to minimize the inter-cluster interference 

by producing clusters that are separated by the maximal 

possible inter-cluster gaps and 2) the algorithm limits 

cluster size in order to guarantee that each vehicle has 

access to a contention-free channel on which to send its 

message. Once limited, the algorithm aims to increase the 

cluster up to its maximal size, thereby allowing the most 

efficient utilization of the allocated bandwidth. 

In [20] we also present theoretically provable bounds for 

algorithm performance and a simulation study to 

demonstrate the ability of the D-CUT algorithm to self-

start and self-maintain the geographically optimized 

topology under the dynamic nature of VANET 

environments. Specifically, we demonstrate the 

convergence of our algorithm to a solution which meets 

objective 1 and approximates objective 2 by a factor 

smaller than 3. We demonstrate that the convergence 

process requires O() worst case time; and O(log) 

expected time where  indicates the distance between the 

initial solution and the optimal solution.   

The D-CUT algorithm and the CB-BDP interact in the 

following way (see Fig. 1(b)). Every predefined  number 

of CB-BDP iterations, the D-CUT algorithm gets the 

current snapshot of the local vehicle proximity map from 

the CB-BDP and updates the clustering solution according 

to the recent changes in the network configuration. Due to 

the dynamic nature of the VANET environment, a feasible 

communication protocol for VANETs must be based on 

local information. Hence, the D-CUT algorithm is based 

on the proximity map of each vehicle’s cluster and that of 

its two adjacent clusters. The CB-BDP uses the topology 

updated by the D-CUT algorithm for the next  CB-BDP 

iterations. 

4 The Cluster-Based Beacon Dissemination Process 

The Cluster-Based Beacon Dissemination Process (CB-

BDP) is designed to provide vehicles with a broad, 

accurate, and coordinated vehicle proximity map of their 

vicinity. To achieve this, the CB-BDP applies the 

following three-phase process. In the first phase, beacons 

in the same cluster are aggregated by clusterheads using 

 

Fig. 1. (a) The cluster-based topology used by the CB-BDP. This topology is created by grouping sets of sequential vehicles into 

clusters. At the intra-cluster level, the members of each cluster are linked to a designated clusterhead (CH). At the inter-cluster level, 

clusterheads are connected via multi-hop link. (b) The interaction of D-CUT algorithm and CB-BDP .  
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the intra-cluster aggregation protocol. The key objective of 

this protocol is to provide each cluster member with access 

to a time bounded, contention-free channel on which to 

send its message. In the second phase, adjacent 

clusterheads exchange their cluster status using the multi-

hop inter-cluster communication protocol. In the final 

phase, using the intra-cluster dissemination protocol, 

clusterheads broadcast the aggregated information to all 

their cluster members, providing each cluster member with 

a local vehicle proximity map. As the map is broadcasted 

from a single source, each cluster member successfully 

receiving this broadcast transmission obtains the same 

vehicle proximity map of its surroundings. 

In order to attain reliability under the high data load of 

beacon transmissions, the above three protocols use 

contention-free MAC that combines intra-cluster and inter-

cluster channel synchronization. The intra-cluster 

aggregation protocol provides high bandwidth efficiency 

to the beacon dissemination process by applying extensive 

inter-cluster bandwidth reuse. That is, the aggregation 

process takes place simultaneously in all clusters. This 

efficient bandwidth reuse in the aggregation phase makes 

the channel available for more reliable map dissemination 

and the adjacent clusterheads’ communication. 

Specifically, we use cluster colouring to attain highly 

reliable transmission by silencing not only the transmitter’s 

cluster members (as in cluster-based MAC) but also 

members of the two adjacent clusters.  

The rest of this section is organized as follows. First, we 

describe the different types of messages used by the CB-

BDP. Then, we present a cluster colouring scheme used to 

synchronize the channel access between adjacent clusters. 

Following this, we present the three communication 

protocols used by the CB_BDP to form and disseminate 

the vehicle proximity map. Then, we analyze the time 

allocation required by the CB-BDP. Finally, we present a 

context adaptive beacon transmission rate scheme that 

utilizes the coordinated vehicle proximity map in order to 

adapt vehicles’ beacon transmission rates according to 

vehicle behaviour and the road conditions in which they 

are situated. 

4.1.1 CB-BDP message types 

The CB-BDP uses three message types (see Table 1): the 

cluster members’ beacon messages, which are aggregated 

by clusterheads, the cluster status messages exchanged by 

two adjacent clusterheads, and the local vehicle proximity 

map messages disseminated by clusterheads in the final 

phase. The beacon messages contain the current status 

information – such as position, speed, steering – of the 

cluster members. In order to obtain a secure beaconing 

process [20], beacon messages are signed and carry a 

certificate to confirm valid network participants. 

For producing the cluster status, each clusterhead applies 

the following three operations on the data aggregated from 

its cluster members. First, for better data correctness, 

clusterheads can crosscheck the aggregated information for 

consistency verification and drop or correct inconsistent 

messages (for more details see [21,22]). Then, clusterheads 

compress the aggregated information by taking advantage 

of the high information dependency. Finally, clusterheads 

attach the security header. We consider two types of 

security header to be attached to the cluster status. In the 

first, the security header contains the signatures and 

certificate of all cluster members’ beacon messages. In the 

second, the cluster status will be first signed by the 

clusterhead and carry its certificate. Then, when the cluster 

status is propagated toward the adjacent clusters, the 

cluster status will contain message forwarder’s signature 

and certificate. As we will demonstrate below, the latter 

strategy results in significant security overhead reduction. 

It comes with a price though, enabling clusterheads or 

message forwarders to inject false information within the 

cluster status. We will discuss this issue in section 7. 

Finally, the local vehicle proximity map message 

disseminated by clusterhead will contain the cluster status 

of three clusters: its own cluster and its two adjacent 

clusters (clusterheads can further compress the aggregated 

information). The security header of the three clusters is 

attached to the vehicle proximity map message.  

4.2 Cluster colouring 

In order to synchronize the channel access between 

adjacent clusters, it is enough to colour them with two 

colours. Notice that as we consider one road model, the 

colouring needs to be done on a chain of clusters. 

Table 1 –The different types of messages used by the CB-BDP. 

(a) presents the beacon messages of cluster member ui,j, (b) 

presents Ci’s cluster status message with two options for the 

security header and (c) presents the vehicle proximity map 

message of the cluster Ci. The output of the function Γ(m) is the 

compressed information of m. 

(a)  Cluster member beacon message(ui,j) 

Header 

Payload(ui,j) Security Header(ui,j) 

posision, speed, 

steering.. 
{Sig(ui,j),Cert(ui,j)}  

(b) Cluster status message (Ci) 

Header 

Payload(Ci) Security Header(Ci) 

Γ{Payload(ui,j)} 

 ui,j  Ci 

Option 1: 

  Security Header(ui,j)  
ui,j  Ci  

Option 2: 

{Sig(chi),Cert(chi)} 

(c) Vehicle proximity map (Ci) 

Header 

Payload(Ci map) 
Security Header(Ci 

map) 

Γ{Payload(C) } 

 C{Ci-1, Ci,Ci+1} 

  Security Header(C)  

C { Ci-1, Ci,Ci+1} 
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Therefore, the two colouring solution exists. However, 

such colouring requires global information knowledge, and 

thus is not applicable for our case. Hence, we aim for a 

three colour solution (using colours R, G, and B) under two 

objectives: (i) minimizing communication overhead and 

(ii) minimizing the number of clusters coloured by the 

third colour, B. (The incentive for the second objective is 

clarified in the next subsection.) 

In the following we suggest a low cost and simple 

colouring strategy that is based on super-cluster structure 

(see Fig. 2). We group sets of connected clusters into 

super-clusters when each super-cluster is coloured 

independently. Since clustering reorganizations may 

require updating the cluster colouring, the following 

colouring strategy is applied at the end of each D-CUT 

iteration. First, in order to attain valid colouring between 

adjacent super-clusters, the first cluster of each super-

cluster is coloured by R, and the last by G. Then, the 

clusterheads of two super-cluster endpoints initiate a 

simple signalling propagation process for colouring the 

rest of the clusters in their super-cluster according their 

colours. The left endpoint initiates a right signalling 

propagation process, and the right endpoint initiates a left 

signalling propagation process. We adapt the fast and 

effective multi-hop dissemination strategy described in  for 

propagating messages between adjacent clusterheads. By 

receiving the propagated signalling message, each 

clusterhead is informed about the number of clusters 

between itself and the corresponding endpoint, itself 

included. Clusters that are closer to the left endpoint are 

coloured by R when the number of clusters is odd and by 

G when this number is even. In clusters closer to the right 

endpoint, the opposite colouring methodology is applied 

(i.e., clusters located in odd places are coloured by G, and 

clusters located in the even places by R). In case the super-

cluster contains an odd number of clusters, the median 

clusterhead’s neighbour is coloured by R and its right 

neighbour coloured by G. Hence, it is coloured by B. 

The super-cluster structure is self-started and self-

maintained in the following way. The structure is based 

solely on the awareness of the super-cluster endpoints of 

their role. At the end of the first D-CUT iteration, a 

random strategy is applied to initiate the structure. First, a 

clusterhead that is disconnected from its right neighbour 

cluster becomes a right endpoint of a super-cluster; a 

clusterhead that is disconnected from its left neighbour 

cluster becomes a left endpoint of adjacent super-cluster. 

Each of the remaining clusterheads randomly selects a 

number between 0 and 1. If the selected number is above a 

predefined threshold, the clusterhead becomes a left 

endpoint candidate and notifies its right neighbour 

clusterhead about it. A left endpoint candidate becomes a 

left endpoint only if its left neighbour clusterhead is not a 

left endpoint or candidate. In this way, the selected left 

endpoints are from non-consecutive clusters. Once 

selected, the left endpoint notifies its left neighbour 

regarding its nomination. Then, this left neighbour 

clusterhead is selected as a right endpoint of the adjacent 

super-cluster. 

Clustering reorganizations may also cause variation in the 

super-cluster size. The free parameters lmin  and lmax are 

used to balance the propagation delay and the number of 

super-clusters in the network. Divide procedure is applied 

when the super-cluster size is above lmax and Union 

procedure is applied when the size is lower than lmin. By 

receiving the propagation process from both sides, the 

cluster knows its super-cluster size. On the Divide 

procedure of super-cluster S, the median clusterhead and 

its right neighbour clusterhead become a right endpoint 

and a left endpoint, respectively, of two new obtained 

super-clusters. On Union procedure of two super-clusters 

S’ and S’’, the left super-cluster endpoint of S’’, and its left 

neighbour clusterhead (which acts as the right endpoint of 

the adjacent super-cluster S’) terminate their roles as super-

cluster endpoints. 

4.3  Communication protocols 

4.3.1 The Intra-cluster Aggregation Protocol 

By the intra-cluster aggregation protocol, clusterheads 

aggregate the beacon messages from their cluster 

members. The D-CUT algorithm ensures that this 

aggregation will be done by one hop communication. The 

protocol is based on an interference aware TDMA scheme 

that is designed to provide reliable, efficient, and time-

bounded intra-cluster aggregation. The protocol defines a 

one-to-one map between the relative location of cluster 

members and bandwidth divisions of time slots. As cluster 

size is bounded, each cluster member receives a different 

time slot. 

As mentioned, this protocol provides the CB-BDP its 

efficiency by applying extensive inter-cluster bandwidth 

reuse. The resulting inter-cluster interference is mitigated 

by the D-CUT topology, which is designed specifically to 

this end. To further reduce the inter-cluster interference, 

our aggregation protocol synchronizes concurrent 

transmissions taking place in adjacent clusters according to 

 

Fig. 2. Colouring based on super-cluster structure. 
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a fair SINR optimization criterion. Broadly speaking, the 

protocol coordinates the channel access between adjacent 

clusters by taking advantage of the strong links between 

the vehicles located next to clusterheads to deal with the 

weak links of the vehicles located far from the 

clusterheads. In addition, a power assignment scheme is 

applied to fairly equalize the joint interference of the 

concurrent transmissions. 

Next, we describe our general scheduling and power 

allocation problem. We are given a set of clusters {C1, 

C2,...,Cn} along a road in which each cluster Ci contains a 

clusterhead chi and a set of cluster members {ui,1,               

u i,2,...,ui,k}, where k  kmax. Our goal is to assign each cluster 

member with a time slot and transmission power so the 

minimal SINR is maximized, where the SINR of the 

vehicle ui,m  Ci, is defined by: 

 




)( 0,*,*

,

,

,,*

)()(

)(
)(

mij uIu jijr

mir

mi
nuGup

up
uSINR ,(1) 

where Pr(ui,*) is the received power of the link ui,* to chi, n0 

is the background noise, I(ui,m) is the set of members from 

other clusters that transmit in the same time slot as ui,m, and 

Gi(uj,*) is the ratio between the received power at chi and 

chj during the transmission of ui,*. Below, we will refer to 

Gi(uj,*) as the crosstalk coefficient of the cluster member 

ui,* on Ci. 

A longstanding result of the power-control theory is that 

maximizing the minimum SINR is achieved by balancing 

the SINRs of all concurrent transmissions on a common 

maximum level [23, 24]. This common maximum level is 

the outcome of the set of intra-cluster links scheduled in 

the same time slots. Since our objective is a solution that is 

based on local information, global balancing is infeasible. 

Next, we aim to leverage the special characteristics of our 

model in order to approximate this global balancing. 

For this purpose, we subdivide the inter-cluster potential 

interferers into primary and secondary interferers. We 

define the vehicles in the two immediate sub-clusters as 

primary interferers and the rest as secondary (cluster 

division into two sub-clusters is based on clusterhead 

location). 

In order to understand the rationale behind this 

subdivision, Fig. 3 presents a typical example of crosstalk 

coefficient Gi(uj,*) behaviour as a function of the distance 

to chi (based on the two ray ground propagation model 

[25]). This crosstalk coefficient presents the ratio between 

the signal level of a link in cluster Cj and the resulting 

interference on the simultaneous link in cluster Ci. Thus, it 

signifies the impact of the scheduling and power allocation 

strategies of cluster Cj on cluster Ci. When studying the 

crosstalk coefficient as a function of the distance to chi, 

one can observe that the crosstalk coefficient Gi(uj,*) 

exponentially decreases in accordance to the distance to chi 

and exponentially increases in accordance to the distance 

to chj. Specifically, consider the case where j= i+1 and uj,* 

is located exactly between chi and chi+1, i.e., when the 

distance to chi is 250 m. In this case, Gi(ui+1,*) = 1. When 

moving ui+1,* toward chi+1 the crosstalk coefficient 

decreases due to both: the distancing from chi and the 

nearing to chi+1 until reaching chi+1 where Gi(ui+1,*)  = 0 (at 

500m). Then, when further moving ui+1,* the cross talk 

coefficient increases when distanced from chi+1 but also 

decreases (at a lower rate) when distancing from chi+1 and 

reaching 0.11 at 750m.  

According to the above, Gi(ui+1,*) varies in a much more 

significant manner in the immediate sub-cluster than in the 

next immediate sub-cluster. Thus, the impact of the 

scheduling and power allocation strategies of the primary 

interferers has the most influence on the interference 

measured at chi. Therefore, in order to achieve locality, we 

suggest scheduling and power allocation strategies that 

take into account only the primary interferers and consider 

the interference caused by the secondary interferers as a 

constant background noise (denoted by N). 

Notice that each cluster Ci consists of two sub-clusters that 

function as primary interferers to the two neighbouring 

clusters Ci-1, Ci+1. In turn, the neighbouring clusters 

contain two sub-clusters (the right sub-cluster of Ci-1 and 

the left sub-cluster of Ci+1) that function as primary 

interferers to the cluster Ci. To obtain a local solution, we 

want to avoid a domino effect by primary interferers. That 

is, to avoid a scenario in which a number of vehicles from 

adjacent clusters, allocated to the same time slot, will act 

as primary interferers in a chain reaction. Hence, a key 

aspect in our solution is scheduling pairs of two sub-

clusters that are the primary interferers of each other into 

the same time slots. To this end, we subdivide the kmax time 

slots allocated to the aggregation phase into two halves: T1 

 

Figure 3. The crosstalk coefficient Gi(uj,*) as a function of the 

distance to chi. The figure presents a scenario of three clusters 

each spread over 500 meters, and clusterheads located at the 

center of their clusters. 
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= {ts1,1, ts1,2,..., ts1,kmax/2} and T2 = {ts2,1, ts2,2,..., ts2,kmax/2}. 

The left sub-cluster of Ci and the right sub-cluster Ci-1 are 

scheduled at one half (e.g., T1) and the right sub-cluster Ci 

with the left sub-cluster Ci+1 are scheduled at the second 

half (e.g., T2) of the time-slots. 
2
 

Based on this strategy, SINR balancing of primary 

interferers can be done independently and based on local 

information only. Consider two mutual primary interferers: 

ui-1,x and ui,y, scheduled to the same time slot. Then, 

SINR’s balancing is achieved by balancing only their two 

concurrent intra-cluster links (i.e., the link between ui-1,x 

and chi-1 and the link between ui,y and chi), which are given 

by: 

)()(
,,1 yixi
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

,      (2) 
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Based on (2), the vehicles ui-1,x, ui,y can deduce the 

required transmission power to attain local SINR 

balancing. Additionally, given any mutual primary 

interferer pair, the common maximum SINR level of this 

pair can be derived from (2). Let β(ui-1,x,ui,y) denote the 

common maximum SINR level of the pair: ui-1,x, ui,y. That 

is, 

)()( :),(
,,1,,1 yixiyixi

uSINRuSINRuu 


   (3) 

Next, we present a local Max-Min SINR scheduling that 

couples mutual primary interferers according to their 

common maximum SINR levels. To do this, notice that (3) 

can be rewritten as: 

 

From (4) we learn that when the crosstalk-coefficient of 

either ui-1,x or ui,y is increasing, β(ui-1,x,ui,y) is decreasing. 

Thus, given two pairs of mutual primary interferers        

{ui-1,a,ui,b} and {ui-1,c,ui,d}, such that: (i) Gi(ui-1,a) < Gi(ui-1,b) 

and (ii) Gi-1(ui,c) < Gi-1(ui,d), then the Max-Min SINR 

scheduling of those pairs will be achieved when each small 

crosstalk coefficient is coupled with the corresponding 

large crosstalk coefficient, i.e., when ui-1,a,ui,d are 

scheduled to one time slot and ui-1,b,ui,c are scheduled to a 

second time slot . To see this, notice that β(ui-1,b,ui,d) 

increases when either Gi-1(ui,d) is replaced by Gi-1(ui,c) or 

when Gi(ui-1,b) is replaced by Gi(ui-1,a). Thus, β(ui-1,a,ui,d) 

and β(ui-1,b,ui,c) are both bigger than β(ui-1,b,ui,d).  

This observation implies that given two sets of mutual 

primary interferers, the following scheduling strategy 

                                                           
2 The D-CUT algorithm can be easily modified in order to ensure that 

each sub-cluster size is at most kmax/2. From the simulation results we learn 
that this modification is not required. 

attains the local Max-Min SINR. We start by coupling the 

cluster member with the maximal crosstalk coefficient. 

According to the above observation, the local Max-Min 

SINR is obtained by allocating the cluster member with the 

maximal crosstalk-coefficient from one set in the same 

time slot as the cluster member with the minimal crosstalk 

coefficient from the second set. Following the same logic, 

we continue by coupling the cluster member with the next 

maximal crosstalk coefficient with the same time slot as 

the cluster member with the second minimal crosstalk 

coefficient. We continue with this process until we assign 

each cluster member of the two sets with a time slot. 

According to the above, given the mutual primary 

interferer sub-clusters C
R

j and C
L

j+1, scheduled to the time 

slot set Tb{1,2}, where C
R

j is the right sub-cluster of Cj and 

C
L

j+1 is the left sub-cluster of Cj+1, in the time slots tsb,i and 

tsb,kmax/2-(i-1), we allocate the vehicles with the i
th

 largest 

crosstalk coefficient in C
R

j and C
L

j+1, respectively. Notice 

that in this way, when the size of one of the sub-clusters is 

smaller than kmax/2, the cluster members with the largest 

crosstalk coefficient are assigned to time slots that are 

unshared by primary interferers (see Fig. 4). 

The cluster colouring enables the asymmetric scheduling 

strategy. Consider for example the case in which cluster Cj 

is coloured by G and its neighbours Cj-1 and Cj+1 are 

coloured by R. The mutual primary interferer sub-clusters 

C
R

j-1 and C
L

j are assigned to the first half of the time slots 

set T1. Accordingly, the mutual primary interferer sub-

clusters C
R

j and C
L

j+1 are assigned to the second half of the 

time slots set T2. When cluster Cj is coloured by R and its 

two neighbours by G, the mirror scheduling strategy is 

applied (i.e., C
R

j-1 and C
L

j are assigned to T2 and C
R

j and 

 

Fig. 4. The local Max-Min SINR scheduling strategy (for kmax 

= 12). In the illustrated scenario, the member with the largest 

cross-talk coefficient from CL
j and the two members with the 

largest cross-talk coefficient from CR
j+1 are assigned to the 

unshared time-slots: tsb,1,tsb,5,tsb,6.  

 

.(4) 
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C
L

j+1 are assigned to T1). Based on this strategy, when 

adjacent clusters are coloured by R and G each cluster has 

one primary interferer sub-cluster at each time slot set, and 

thus, primary interferers can be addressed by applying the 

Max-Min SINR strategy between mutual primary interferer 

sub-clusters. 

However, our cluster colouring scheme may produce 

clusters coloured by B. Let Cj be such a cluster. After the 

scheduling of clusters coloured by R and G, Cj has two 

primary interferer sub-clusters (C
R

j-1 and C
L

j+1) at T1  and 

none at T2. On the other hand, each of its two adjacent 

clusters, Cj-1 and Cj+1, has one primary interferer sub-

cluster – C
R

j-2 and C
L

j+2, respectively – at T2. In order to 

cope with this case locally, we apply the Max-Min SINR 

strategy on the kmax/4 primary interferers with largest 

crosstalk coefficients in each sub-cluster of Cj and its two 

primary interferer sub-clusters C
R

j-1 and C
L

j+1. To this end, 

the time slots set T1 and T2 are evenly partitioned into 

{T1,1,T1,2} and {T2,1,T2,2}, respectively. Notice that cluster 

members with the largest crosstalk coefficients in C
R

j-1 are 

scheduled to T1,1 while the cluster members with largest 

crosstalk coefficients in C
L

j+1 are scheduled to T1,2. Thus, 

the kmax/4 mutual primary interferers with the largest 

crosstalk coefficient in C
R

j-1 and C
L

j apply the Max-Min 

SINR strategy at T1,1, and the kmax/4 mutual primary 

interferers with the largest crosstalk coefficient in C
R

j and 

C
L

j+1 apply the Max-Min SINR strategy at T1,2. The rest of 

the cluster members from C
L

j and C
R

j are scheduled to T2,1 

and T2,2, respectively. In order to minimize the amount of 

this suboptimal allocation, our cluster colouring scheme 

aims to minimize the number of clusters coloured by B. 

It is worth noticing that by holding the members’ location 

and colour of primary interferer sub-clusters, cluster 

members from these sub-clusters can conclude its 

transmission power and time slot allocation required for 

producing the local Max-Min SINR. 

4.3.2 The Inter-cluster Communication Protocol 

By the inter-cluster communication protocol, adjacent 

clusterheads exchange their cluster status. The protocol 

uses Position-Based Forwarding (PBF) [10] incorporated 

with inter-cluster channel synchronization to achieve 

reliable information exchange in this multi-hop 

communication. As will be specified below, the contention 

process prioritizes the forwarders according to their 

distance to the message destination. Thus, thanks to the 

coordinated vehicle proximity map, the contention process 

is coordinated among the cluster members. 

In order to achieve reliability, this protocol is designed 

with the objective that during each transmission of the 

protocol the transmitter’s cluster members and the 

members of the two adjacent clusters will all remain silent. 

We perform the cluster status exchange between the two 

adjacent clusters Ci and Ci+1 with the corresponding 

clusterheads chi and chi+1. The protocol begins when the 

two clusterheads chi and chi+1 broadcast their cluster 

statuses to the corresponding cluster members. Then, the 

cluster status message broadcasted by chi is delivered to 

chi+1 by additional two-hop contention based forwarding 

(see Fig. 5). Specifically, we select the vehicle from Ci that 

is closest to chi+1 and has successfully received the 

broadcast from chi as the first forwarder and the vehicle 

from Ci+1 that is closest to chi+1 and has successfully 

received the forwarding message, as the second forwarder.  

Then, the cluster status message broadcasted by chi+1 is 

delivered to chi by similar two-hop contention based 

forwarding in the opposite direction. The first forwarder is 

the vehicle from Ci+1 that is closest to chi and has 

successfully received the broadcast from chi+1 and the 

second forwarder is the vehicle from Ci that is closest to 

chi and has successfully received the forwarding message. 

4.3.3 The Intra-cluster Dissemination Protocol 

By the Intra-cluster dissemination protocol, a clusterhead 

disseminates the aggregated information to its all cluster 

members. Again, the D-CUT algorithm ensures that this 

can be done in one broadcast transmission. Again, to avoid 

inter-cluster interference in this central transmission, we 

 

Fig. 5. Inter-cluster information exchange between the clusterheads chi and chi+1. The figure presents the forwarding process from 

chi to chi+1 and the concurrent forwarding process from the right. As we can see, during each transmission (numbered from 1 to 3) 

the transmitter’s cluster members and the members of the immediate adjacent cluster remain silent. 
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use the cluster colouring to guarantee that the two 

immediately adjacent cluster members will remain silent 

during this transmission. In this way, even the cluster 

members located at the edge of the cluster will be 

separated by at least one cluster from the closest interferer. 

For this purpose, the protocol allocates three time slots for 

the dissemination phase in which every clusterhead 

accesses the channel according to its cluster colour. 

4.4 The CB-BDP channel allocation 

The CB-BDP time allocation (see Fig. 6) consists of the 

time allocated to the aggregation phase TAgg, the time 

allocated to the dissemination phase TDiss, and the time 

allocated to the clusterhead’s communication phase TICC. 

As mentioned above, a key design goal in our scheme is 

that during the aggregation phase each cluster member will 

receive a different time slot for sending its beacon to its 

clusterhead. As the D-CUT algorithm produces size-

limited clusters, controlled by the algorithm free parameter 

kmax, the aggregation phase duration is given by: 
















1,

1

1

max HAgg
T

R

M
kT ,  (5) 

where M1 and R1 are the message size and channel rate in 

the aggregation phase, respectively, and TH,1 is the time 

required to transmit the packet head of the message. The 

beacon message consists of vehicle status information and 

cryptographic overhead and thus can be expressed as: 

sp
HHM 

1
,  (6) 

where Hp is the size of payload in a cluster member beacon 

message and Hs  is the size of the corresponding security 

header..The inter-cluster communication process consists 

of five broadcast: the initial intra-cluster dissemination and 

two-hop Position Based Forwarding (PBF) for each 

direction. The contention period is given by: 

slotpCP
TNT  ,  (7) 

where Np denotes the number of vehicles that participate in 

the forwarding contest. To address inter-cluster 

interference, senders from adjacent clusters are scheduled 

to access the channel at different time slots. This is 

achieved by exploiting the cluster colouring procedure, 

which colours the clusters in 3 colours. According to the 

above, the inter-cluster communication phase duration is 

given by: 

 

where Nc is the number of cluster colours (i.e., Nc = 3), M2 

is the size of the cluster status message, R2 is the channel 

rate in the inter-cluster communication phase, TH,3 is the 

time required to transmit the packet head of the message 

and Nh indicates the number of PBF transmissions in the 

process. In our design, Nh = 4. We denote the size of the 

compressed message m by η(m). As the cluster size is 

limited by kmax, the maximal cluster status message size is 

also limited and can be expressed as: 

 
sp

HHkM  
max2

,  (9) 

where   = kmax   when the security header contains the 

signatures and certificate of all cluster members and   = 1 

when it contains clusterhead’s or forwarder’s signatures 

and certificate. Finally, during the dissemination phase 

clusterheads broadcast the aggregated information in one 

broadcast transmission to all cluster members. Again, 

adjacent clusterheads are scheduled to access the channel 

at different time slots according to the cluster colouring. 

Hence, the dissemination phase duration is given by: 
















3,

3

3

HcDiss
T

R

M
NT ,  (10) 

where M3 is the size of the disseminated vehicle 

proximity map, R3 is the channel rate in the dissemination 

phase, and TH,3 is the time required to transmit the packet 

head of the message. The vehicle proximity map 

disseminated by clusterhead contains the successfully 

aggregated information from its own and its two adjacent 

clusters. Thus, the vehicle proximity map maximal 

message size is given by:  

 
sp

HHkM  33
max3

   (11) 

By combining (5)-(11) we obtained that the overall time 

allocation required by the CB-BDP is given by: 

 

where: 

THeader = kmax TH,1 + NcTH,2 + NcNh(TCP + TH,2)+ NcTH,3 .(13) 

Let ,  0 <   1, be the portion of the bandwidth allocated 

to the CB-BDP (among all the traffic circulate in the 

channel),  the CB-BDP cycle time Tcycle must satisfy:  

cycleTotal
TT      (14) 

The parameter  should be set while taking into account 

the different traffic that circulate in the same channel. As 

mentioned earlier, when different road segments interfere 

with each other, we assume that the different road 

segments are assigned with orthogonal channel resources 

,(12) 

,(8) 
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for conducting the CB-BDP. Furthermore, when 

considering the case in which emergency messages 

circulate in the same channel,  should be set such that  

enough bandwidth is reserved to satisfy the emergency 

dissemination process demanding requirements. 

 

 

4.5 Context-Adaptive Beacons Transmission Rate 

In this section we present a context adaptive beacon 

transmission rate strategy intended to reduce the load of 

beacon messages during the aggregation phase. The load 

reduction reaps two-fold benefits. First, reducing the 

beacon transmission rate reduces the channel load, and 

thus better channel performance is obtained. The second 

benefit is preventing clusterheads from becoming the 

process bottlenecks by reducing the considerable 

cryptographic computational overhead on their side. This 

overhead is due to the fact that clusterheads are required to 

verify the signatures and certificates of their all cluster 

members. 

In order to reduce the load of beacon messages, we suggest 

leveraging on the fact that cluster members are a group of 

nearby vehicles constrained to similar traffic laws and road 

structures. Thus, by combing a traffic model (such as [26]) 

with the available vehicle proximity map, cluster 

members’ behaviour is usually predictable. Broadly 

speaking, we suggest that clusterheads will use such a 

prediction model to extrapolate the cluster member’s 

future status. As long as a cluster member behaves “as 

expected” it can have unspoken understanding with its 

clusterhead about its status. A cluster member will inform 

its clusterhead about any unacceptable deviation from its 

expected behavior. We set vehicle proximity map accuracy 

criteria to define such unacceptable deviation. 

In more detail, when a beacon message is not received by a 

clusterhead, the clusterhead uses an agreed prediction 

model to extrapolate the cluster member’s future status and 

disseminates it in the next iteration. Thanks to the agreed 

prediction model and the coordinated proximity map, each 

cluster member can conclude its next iteration’s predicted 

status. Thus, based on this awareness, a cluster member 

can deduce whether its next beacon transmission is 

essential to maintain the required proximity map accuracy. 

Accordingly, to avoid unbeneficial beacon transmission, 

we propose that a cluster member will send a beacon 

message only if its extrapolation error of its status is above 

some predefined threshold. 

The performance of the aforementioned strategy depends 

on the ability of the model to predict the next status of the 

given vehicles. This ability depends on numerous and 

various factors. First, it depends on the information 

available for the model. Above all, whether or not the 

relevant roadmap is available for the model, and if it is, at 

what level of accuracy. Second, it depends on to what 

extent the traffic laws and road structures constrain vehicle 

behaviour. For example, it is easier to predict vehicle 

behaviour when it travels on a one lane road than it travels 

in a multilane road. Third, it depends on the ability of the 

 

Fig. 6. The CB-BDP time table. 
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model to predict driver behaviour. For example, in the 

microscopic traffic model presented in [27], every vehicle 

has its own preferred speed, which the vehicle tries to 

reach if the conditions are satisfied. So assuming the driver 

preferred speed is available to the model, the prediction 

quality depends on whether the driver actually tries to 

reach the desired speed. In addition, vehicle status is a 

multidimensional parameter – such as speed, position, 

steering – though these parameters are highly dependent. 

Hence, in the following section we analyze the 

performance of this strategy by simulation. In this analysis, 

vehicles’ future positions and velocities are extrapolated 

based on the assumption that vehicles maintain their 

current velocity and that the exact road structures are 

known. 

In order to provide further insight, next we consider a 

simplified status extrapolation error model in order to 

evaluate the performance of the context-adaptive beacon 

rate strategy analytically. We let i,t be the status 

extrapolation error of vehicle i at iteration t and let Th be 

the maximal allowed status error. The vehicle i will 

transmit its beacon if Th
t

tt ti
  1' ',

0

  where t0 denotes 

the last iteration in which a beacon message was 

successfully aggregated from vehicle i by its clusterhead. 

In other words, the disseminated map contains information 

about vehicle i that was last updated at t0. 

We assume that i,t is drawn from a zero mean normal 

distribution with variance 
2
, i.e., i,t ~ N (0,

2
), and that 

the status extrapolation errors throughout the different 

iterations are independent. Under the above assumptions, 

the partial sum of the l random variables i,t0+1, i,t0+2,..., 

i,t0+l forms a martingale. Accordingly, by the theorem of 

Levi [28] we obtain the expectation E(l). 


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These results teach us that by applying our strategy, 

vehicles whose actions can be predicted (small standard 

deviation) will transmit their beacon at a low rate while 

vehicles that act in an unexpected manner (high standard 

deviation) will transmit their beacons at a high rate. The 

threshold Th can be used to adapt the rate according to 

road conditions (e.g., vehicle density). 

5 Simulation 

5.1 Simulation modelling and setup 

The goal of this simulation study is to analyse the CB-BDP 

performance. We assume that all vehicles are equipped 

with a wireless communication device. The evaluation of 

the proposed CB-BDP scheme was done with a Matlab-

based simulator that combines a microscopic road traffic 

simulation with a communication simulation. 

The highway traffic model that is used in this simulation is 

based on the microscopic model developed by Krauss et al. 

[29] designed for multi-lane traffic flow dynamics. In this 

model, as mentioned, every vehicle has its own preferred 

speed, which the vehicle tries to reach if the conditions are 

satisfied. We set 20% of the vehicles with 25 m/s preferred 

speed, 50% with 35 m/s preferred speed, and 30% with 40 

m/s preferred speed. In our highway traffic model, we 

assume that the vehicles run along a three-lane circular 

loop with a perimeter of 2000 m and we consider traffic 

densities of 18, 27, 36, 45, and 54 vehicles per km. 

We assume that the contention free CB-BDP uses the 

DSRC’s 10 MHz control channel for delivering its 

messages. Table 2 presents the configuration settings that 

have been used in this simulation study. 

The packet error decision in our implementation was made 

probabilistically according to the Packet Error Rate 

methodology described in [30]. Based on the calculation of 

SINR at each receiver, an arrived packet is determined to 

be successfully accepted or dropped. 

The DSRC channel modelling in our simulator involves 

two aspects: large scale path loss and small scale fading. 

We use the two-ray ground model [25] for modelling the 

large scale path loss. The model determines the average 

received signal strength at a particular distance from the 

transmitter by considering the scenario in which there are 

two propagation paths between transmitter and receiver: 

the direct Line-Of-Sight path and a ground-reflected path. 

For a more realistic propagation model, we use the 

probabilistic Nakagami distribution [31] to model the 

small scale fading phenomena existence in mobile 

communication channels. In the Nakagami-m model the 

received signal strength is derived from a multipath 

environment in which the different signal components 

Table 2. Configuration setting for CB-BDP simulation 

study. 

Parameter Value 

Frequency 5.9GHz 

CB-BDP rate 5 per sec 

802.11p data rate 3,6 Mbps 

Background noise (n0) -98 dBm  

Preamble length 32s 

PLCP header length 8s 

Antenna gain 2.512db 

Antenna height 1.5m 

Carrier wave length 50.85mm 

System loss 1 

Nakagami m 1,3,5 

Max. Cluster size 25 

Max. Trans. range 250m 

D-CUT rate 1 per sec 

 

http://en.wikipedia.org/wiki/Multivariate_normal_distribution
http://en.wikipedia.org/wiki/Multivariate_normal_distribution
http://en.wikipedia.org/wiki/Standard_deviation
http://en.wikipedia.org/wiki/Standard_deviation
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Fig. 7. The probability of successful message reception of Intra-cluster communication protocols under different fading conditions. 

(a,b) present the success probability of the intra-cluster aggregation protocol against vehicle density with data rates of 3 Mbps and 6 

Mbps, respectively. (c,d) present the success probability of the intra-cluster dissemination protocol against vehicle density with data 

rates of 3 Mbps and 6 Mbps, respectively. 

randomly arrive due to the different propagation 

phenomena. This model is widely used as a fading model 

wireless channel in a vehicular scenario since it has been 

shown to well fit empirical data (see for instance [32,33]). 

Inspired by [10], we evaluate the performance of our 

proposed scheme under three different fading intensity 

levels: (i) severe fading level in which m is configured to 

1, (ii) medium fading level in which m is configured to 3, 

and (iii) low fading level in which m is configured to 5. 

5.2 Performance evaluation 

We start with studying the performance of the intra-cluster 

communication protocols. Fig. 7 presents the probability of 

successful message reception of the intra-cluster 

communication protocols versus vehicle density under 

different fading conditions. Fig. 7 (a,b) presents the 

success probability for the intra-cluster aggregation 

protocol when the data rate is set to 3 and 6 Mbps, 

respectively. Fig. 7 (c,d) presents the success probability 

for the intra-cluster dissemination protocol when data rate 

is set to 3 and 6 Mbps, respectively. Since the protocol 

performance at a given iteration largely depends on the 

presented road configuration, the figure also presents 95% 

confidence intervals constructed across the CB-BDP 

iterations. From Fig. 7 we can observe that in the intra-

cluster communication, the probability of successful 

message reception decreases slightly when vehicle density 

increases. This is because when density increases, the D-

CUT algorithm produces clusters that are separated by 

smaller inter-cluster gaps, and as a result, the amount of 

inter-cluster interference increases. With respect to the 

influence of different fading conditions, we can observe 

that in low and medium fading conditions, even for high 

vehicle density, the probability of successful message 

reception for both protocols is above 0.95 when the data 

rate is set to 3 Mbps, and above 0.89 when the data rate is 

set to 6 Mbps. When vehicle density is set to 54 vehicles 

per km with medium fading conditions, 95% confidence 

interval is varying from 0.94 to 0.99 for the intra-cluster 

aggregation protocol and from 0.92 to 1 for the intra-

cluster dissemination protocol. Severe fading condition 

causes slight performance degradation when density is 

low. The impact increases when the vehicle density 

increases. When vehicle density is set to 54 vehicles per 

km with severe fading conditions, the 95% confidence 
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interval is varying from 0.81 to 0.91 for the intra-cluster 

aggregation protocol and from 0.83 to 0.95 for the intra-

cluster dissemination protocol. In addition, the figure 

shows performance degradation when switching from the 3 

Mbps data rate to the 6 Mbps data rate. When vehicle 

density is set to 54 vehicles per km with severe fading 

conditions, the 95% confidence interval is varying from 

0.7 to 0.82 for the intra-cluster aggregation protocol and 

from 0.75 to 0.9 for the intra-cluster dissemination 

protocol. This degradation is due to the robustness of the 

binary phase-shift keying (BPSK) modulation scheme, 

provided by the 3 Mbps data rate, compared to the 

quadrature phase-shift keying (QPSK) modulation scheme 

provided by the 6 Mbps data rate. 

We continue with studying the probability of successful 

reception in a consecutive sequence of CB-BDP iterations 

in Fig. 8. This figure presents the probability of at least one 

successful message reception in consecutive CB-BDP 

iterations for the intra-cluster communication protocol 

when vehicle density is set to 45 vehicles per km and the 

data rate is set to 6 Mbps. From Fig. 8 we can observe that 

even under severe fading conditions, the probability of a 

vehicle successfully delivering its beacon message to its 

clusterhead in at least one of two consecutive aggregation 

phases is 95%. The probability of a vehicle successfully 

receiving the disseminated message in at least one of two 

consecutive dissemination phases is 96%. Due to the high 

rate of CB-BDP execution, the consecutive transmissions 

occur within a very short period of time, and thus are 

typically based on the same topology links. However, as 

we see from Fig. 7, performance degradation in the intra-

cluster communication protocols is mainly due to fast-

changing fading conditions. Thus, repetitive transmissions 

even on the same link lead to such high success rates. 

As mentioned, we propose two measures to allow reliable 

inter-cluster bandwidth reuse during the aggregation 

phase: the D-CUT topology optimization criteria and the 

channel and power allocation strategies that synchronize 

and equalize concurrent transmissions taking place in 

adjacent clusters according to a Max-Min SINR 

optimization criterion. In order to understand the 

contribution of our Max-Min SINR strategy, Fig. 9 

compares this strategy with a random channel allocation 

strategy in which the channel is randomly allocated among 

the cluster members (notice that in this strategy the intra-

cluster contention-free channel access is preserved). From 

Fig. 9 we can observe that our Max-Min SINR strategy has 

a significant impact on the protocol performance and leads 

 

Fig. 8. The probability of at least one successful transmission in consecutive CB-BDP iterations for the Intra-cluster communication 

protocols. The figure presents the results for the different fading conditions while vehicle density is set to 45 vehicle per km and the 

data rate is set to 6 Mbps. (a) presents the probability that the same vehicle succeeded to deliver its message as a function of the number 

of consecutive aggregation phases. (b) presents the probability that the same vehicle succeeded to receive the broadcasted message as a 

function of the number of consecutive dissemination phases. 

 

Fig. 9. A comparison between the Max-Min SINR and random 

channel access scheme in the Intra-cluster aggregation protocol 

with 3 Mbps data rate under severe fading level. 
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to about 10% higher probability of successful message 

reception compared to the random strategy. 

Fig. 10 presents the probability of successful inter-cluster 

communication protocol execution under different fading 

conditions, where successful protocol execution is when 

two adjacent clusterheads succeed in exchanging their 

cluster status. From this figure we can observe that the 

Position Based Forwarding (PBF) strategy applied by the 

protocol provides highly reliable information exchange 

even under severe fading conditions. Notice that unlike the 

intra-cluster communication protocols, in which success 

probability decreases with vehicle density, the probability 

of successful inter-cluster communication protocol 

execution fluctuates with the increase in vehicle density. 

This is because when vehicle density increases, the inter-

cluster gaps of the D-CUT topology become smaller. 

Smaller inter-cluster gaps have two opposite effects on 

protocol execution. On the one hand, smaller inter-cluster 

gaps lead to higher inter-cluster interference. On the other 

hand, smaller inter-cluster gaps lead to information 

exchange between closer gateways, which increase 

protocol reliability. Another interesting effect is the 

increasing of the confidence interval range in the inter-

cluster communication protocol compare to confidence 

interval range for the both intra-cluster communication 

protocols. When vehicle density is set to 54 vehicles per 

km, 95% confidence interval is between 0.87 and 1 for 

medium fading condition and is between 0.82 to 1 for 

severe fading condition. This can be explained by the fact 

that the number of clusters is significantly lower than the 

number of network members. Thus, the statistical 

population used to calculate the success probability of the 

inter-cluster communication protocol at each CB-BDP 

iteration is significantly smaller than the statistical 

population in the intra-cluster communication protocols.  

Next, we evaluate the performance of the context-adaptive 

beacon rate strategy. For this evaluation, we assume that a 

vehicle sends a beacon message only if one of the 

following conditions is satisfied: (i) the difference between 

a vehicle’s extrapolated position and its real position 

(determined by GPS) is above the predefined threshold 

Th1; (ii) the differential between a vehicle’s extrapolated 

velocity and its real velocity is above the threshold Th2; 

and (iii) when a vehicle changes lane. We evaluate the 

performance for threshold: Th1,Th2  {2,4,6,8,10} where 

the same threshold  is used for the first two conditions, i.e., 

Th1 = Th2. Vehicles’ future positions and velocities are 

extrapolated based on the assumption that vehicles 

maintain their current velocity and that road structures are 

known. Fig. 11(a) presents the effect of the context-

adaptive strategy on the beacon transmission rate and Fig. 

11(b) demonstrates the probability of successful message 

reception caused by the reduction of the beacon rate. From 

Fig. 11(a) we learn that even small tolerable error leads to 

more than 85% reduction in the beacon transmission rate. 

The rate further decreases when the tolerable error 

threshold increases. From Fig. 11(b) we can observe that 

reducing the beacon transmission rate during the 

aggregation phase reduces the inter-cluster interference, 

and thus, better channel performance is obtained. 

6 Discussion 

In this work we suggested a beaconing process designed to 

provide each vehicle in the network a detailed, accurate 

and coordinate vehicle proximity map of its surrounding 

area. The focus of this work is the scenario of dense 

network configuration expected in the late deployment 

phase of VANET technology. The main challenge in this 

scenario is addressing the high load of beacon messages 

required to create the desired map under the dynamic 

vehicular environment. In order to deal with the high data 

load of beacon transmissions, the CB-BDP is designed to 

Fig. 10. The probability of successful inter-cluster communication protocol against vehicle density under different fading conditions. 

In (a) the data rate is configured to 3 Mbps and in (b) the data rate is configured to 6 Mbps. 
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obtain contention-free channel access while applying 

efficient and reliable bandwidth reuse. To this end, the CB-

BDP applies inter-cluster colouring scheme used to 

synchronize channel access between adjacent clusters. This 

enables the CB-BDP to mitigate the inter-cluster 

interference by providing two levels of bandwidth reuse. 

The first level is a complete inter-cluster bandwidth reuse 

at which bandwidth is reallocated among all clusters. The 

inter-cluster colouring is used to reduce the inter-cluster 

interference by synchronizing concurrent transmissions 

taking place in adjacent clusters according to a fair Signal 

to Interference plus Noise Ratio (SINR) optimization 

criterion. The second level is less efficient but more 

reliable bandwidth reuse. In this case, the cluster colouring 

enables highly reliable transmission by silencing not only 

transmitter cluster members but also members of the two 

adjacent clusters.  

An additional key aspect of the CB-BDP is to avoid the 

overhead of designated control message of clustering 

formation and communication protocol management. This 

objective is achieved by letting the clustering strategy, and 

communication protocols to be based on the vehicle 

proximity map creating a reciprocal relation between the 

CB-BDP and the vehicle proximity map. The CB-BDP is 

designed to create the vehicle proximity map. The vehicle 

proximity map is used to optimize the topology and 

communication protocol in a distributed fashion. 

Later, we presented the relationship between the number of 

the protocol’s free parameters which are of significant 

influence on the quality of the vehicle proximity map. We 

derived a lower bound for the CB-BDP cycle time as 

function of the total time allocation required by the CB-

BDP. The CB-BDP cycle time determines the rate at 

which the vehicle proximity map is updated. From our 

results we can learn that the overall time allocation 

required by the CB-BDP process depends mainly on four 

parameters: the cluster size, the channel rate, the 

compression function, and the security strategy. The 

cluster size needs to be set according to the required 

vehicle proximity map width as it determines the vehicles’ 

awareness of their neighbourhood. Increasing channel rate 

reduces the required time allocation but also reduces the 

protocol performance. Since they are used for safety 

applications, beacon messages are usually assumed to be 

transmitted in low channel rate (3 Mbps or 6 Mbps) to 

obtain reliable communication. In our simulation study we 

compared the protocol performance for these two channel 

rate settings. Therefore, in order to allow high rate at 

which the vehicle proximity map is updated while 

maintaining communication reliability (i.e., low channel 

rate) and wide vehicle proximity map (i.e., a large cluster 

size), the main focus should be the compression function 

and the security strategy. 

In the following we compare our scheme with related 

works, and describe the principles for RSUs Integration 

within our solution. 

6.1 Time allocation comparison with the related works 

As mentioned, the key objective of our scheme is to allow 

reliable inter-cluster bandwidth reuse during the 

aggregation phase. To this end, our cluster based topology 

is designed to minimize the inter-cluster interference by 

producing clusters that are separated by the maximal 

possible inter-cluster gaps. However, this optimization 

results by less efficient inter-cluster communication. 

Specifically, in [3] the authors suggest a cluster based 

 

Fig. 11. Context-adaptive beacon transmission rate against the tolerable position error. The vehicle density is 45 vehicles per km, the data rate 

is 6 Mbps, and fading conditions are severe. (a) shows the per cent of transmitted beacons and (b) shows the effect of the context adaptive 

beacon rate on the probability of successful message reception during the aggregation phase. 
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topology in which clusterheads can communicate via two-

hop links. However, as it highlight in the simulation 

results, the overlapping clusters result in high inter-cluster 

interference.  

In the following, we compare the time allocation of our 

CB-BDP to a modified CB-BDP protocol that relay of a 

cluster based topology as in [4]. In order to resolve the 

high inter-cluster interference caused by the overlapping 

clusters, we assume that during the aggregation phase 

adjacent clusters are allocated with orthogonal channel 

resources by utilizing our inter-cluster colouring. 

Accordingly, in such CB-BDP the aggregation phase 

duration is given by: 
















1,

1

1

max HcAgg
T

R

M
kNT , (16) 

The inter-cluster communication phase duration is the 

same as given in equation (8) but when  Nh = 3 instead of 

5. Accordingly, the CB-BDP time allocation is shorter than 

the modified CB-BDP if the following condition is 

satisfied: 

3

max

1

2
k

M

M
 .(17) 

From equation (12) we can learn that the overall time 

allocation required by the CB-BDP process depends 

mainly on four parameters: the cluster size, the channel 

rate, the compression function, and the security strategy. 

The cluster size needs to be set according to the required 

vehicle proximity map width as it determines the vehicles’ 

awareness of their neighbourhood. Increasing channel rate 

reduces the required time allocation but also reduces the 

protocol performance. Since they are used for safety 

applications, beacon messages are usually assumed to be 

transmitted in low channel rate (3 Mbps or 6 Mbps) to 

obtain reliable communication. In our simulation study we 

compare the protocol performance for these two channel 

rate settings. Therefore, in order to allow high rate at 

which the vehicle proximity map is updated while 

maintaining communication reliability (i.e., low channel 

rate) and wide vehicle proximity map (i.e., a large cluster 

size), the main focus should be the compression function 

and the security strategy.  

6.1.1 Compression function 

Regarding the compression function, the cluster status 

consists of beacon messages of nearby cluster members 

travelling on the same road and constrained to similar 

traffic law and road structure. Therefore, a high 

information dependency exists among the cluster 

members’ beacon messages which can be used to obtain 

effective cluster status compression. In more details, the 

SAE J2735 Message Set Dictionary standard [34] specifies 

the basic safety message (BSM) which conveys critical 

vehicle state information in support of V2V safety 

applications. A BSM must include basic information about 

vehicle state including vehicle’s current position (in terms 

of latitude, longitude, and elevation), transmission speed, 

and brake status. In addition, BSM can also include 

information such as vehicle’s path history and path 

prediction which provides a way for a vehicle to analyze 

the recent past and immediate future paths of neighboring 

vehicles. The BSM size can vary from about 40 to 150 

bytes.  Accordingly, a basic compression strategy for 

cluster status can work by representing each cluster 

member status relatively to some cluster reference point 

(e.g., representing cluster members’ positions relatively to 

the cluster center and cluster members speed relatively to 

cluster members’ average speed).  However, since BSM 

mainly describes vehicle path along the road, a more 

sophisticate compression function can represent the road 

by a geometric curve (e.g., polyline) by taking into 

consideration the recent, current and future paths of cluster 

members on the road representation. Since the cluster 

members are travelling on the same road, this compression 

strategy can lead to a high compression rate. This issue is 

currently under our ongoing research.  

6.1.2 Security overhead 

A key design goal of any security mechanism is that it has 

a reasonable overhead. Notice that the beacon payload is 

usually assumed to be 150 - 200 bytes and beacon 

message’s security header is 160 bytes [20]. Thus, we can 

conclude that when using the straightforward strategy in 

which the security header of the cluster status contains the 

signature and certificate of all cluster members, the 

security overhead is around 45% from the CB-BDP overall 

required time allocation when no compression is made and 

increases up to 60% when the compression rate is 0.5. The 

corresponding security overhead when the security header 

contains clusterhead (or message’s forwarder) signature 

and certificate is 6% and 10%, respectively. Thus, it is 

preferable to apply the second strategy while providing the 

network with mechanisms to protect itself from false 

information dissemination. In [21], Raya et al. proposed a 

local and distributed mechanism for detection and eviction 

of misbehaving nodes in vehicular networks. Such 

mechanism can be integrated into our CB-BDP in order to 

protect itself from false information dissemination. 

6.2 Integrating the RSUs within the topology 

Extending our scheme to a full planar deployment is a 

subject of future research but it needs to be based on the 

following principles. Regarding the clustering, we assume 

that RSUs will act as clusterheads for a certain area around 

the intersection junction. Defining the boundary of the 
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road area only requires the RSU to notify the approaching 

vehicles about the RSU’s cluster boundary. This simple 

notification mechanism ensures that the road segment is 

clustered independently. Notice that dynamic cluster 

boundary enables clusterheads to adapt their service area 

according to the current road density. Regarding the 

channel access, our inter-cluster colouring scheme, used to 

synchronize channel access between adjacent clusters, can 

be easily extended to allocate orthogonal bandwidth for the 

RSUs’ clusters. This is because the clusters located in the 

boundary of the super-clusters are coloured by the colours 

G and R. Hence, colouring the RSUs’ clusters by the 

colour B ensures that they are allocated with orthogonal 

channel resources to their adjacent clusters. The 

management of these orthogonal channel resources on 

intersection junction should be done by the RSUs in a 

centralized manner. Furthermore, when different road 

segments interfere with each other (e.g., when the vehicles 

travelling in opposite directions are interfering with each 

other) we assume that the different road segments are 

assigned orthogonal channel resources in order to enable 

independent channel access between the different sub-

models. In case RSU is deployed nearby, it is its 

responsibility to disseminate the channel allocation 

between the different sub-models. Otherwise, this channel 

allocation requires preloading one to one mapping between 

sub-model and channel resource. It is noteworthy that due 

to the flexibility of our clustering algorithm, which 

produces size limited clusters, the CB-BDP channel 

allocation can be controlled by limiting the cluster size 

according to the available bandwidth.  

7 Conclusions and future work 

In this paper we have introduced the Cluster-Based Beacon 

Dissemination Process designed to provide vehicles with a 

real-time and coordinated vehicle proximity map of their 

vicinity. Based on this map, safety applications can be 

used for accident prevention by informing drivers about 

evolving hazardous situations. The real-time and 

coordinated map enables synchronized and coordinated 

reactions of nearby vehicles to the evolving situations. In 

[20] we proposed a clustering scheme that produces an 

adaptive and robust topology that is optimized specifically 

for an efficient and reliable beacon dissemination process. 

On top of this topology, we propose an aggregation-

dissemination based process providing vehicles with the 

desired map. In order to attain reliable communication 

under the high data load of beacon transmissions, we 

propose three contention-free MAC protocols which 

combine intra-cluster and inter-cluster channel 

synchronization. The intra-cluster aggregation protocol 

provides high bandwidth efficiency to the beacon 

dissemination process by applying extensive yet reliable 

inter-cluster bandwidth reuse. Reliability is achieved by 

synchronizing the channel access between adjacent clusters 

according to a fair SINR optimization criterion. This 

efficient bandwidth reuse in the aggregation phase makes 

the channel available for reliable intra-cluster 

dissemination protocols and inter-cluster communication. 

Based on a cluster colouring scheme, the two protocols 

apply less efficient but more reliable channel access; based 

on inter-cluster channel synchronization. The simulation 

results obtained show that our proposed scheme can 

achieve a reliable beacon dissemination process under 

variant highway traffic scenarios even when fading 

conditions are severe. In future we are planning to extend 

our scheme by integrating channelized cluster based MAC 

scheme for intersection areas. An additional interesting 

direction for future work is to design an hybrid channel 

allocation scheme in which beacon message are exchanges 

based on Cluster-based MAC while event driven messages 

are exchanged based on DSRC. 
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