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Deep	Learning	and	Its	
Application	to	Signal	and	
Image	Processing	and	
Analysis
CLASS	V	- SPRING	2021

TAMMY	RIKLIN RAVIV,	ELECTRICAL	AND	COMPUTER	ENGINEERING

Today’s	topics
Convolutional	Neural	Networks	(CNN)

Batch	Normalization



4/5/21

2

3

Convolutional	Neural	Networks
•Standard	Convolution	,	Receptive	Field
•Pointwise	convolutions	|																		convolution	
•Dilated	convolution	|	Atrous Convolution
•Deconvolution	|	Transpose	convolution	|	Fractionally	Strided
convolution

•Pixel	Shuffle	convolution	for	Super-resolution
•Depthwise separable	convolution
•Spatially	separable	convolution

Deep	learning	book,	chapter	9	Goodfellow and	Bengio and	Courville MIT	Press,	2016
https://medium.com/hitchhikers-guide-to-deep-learning/
10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0

1⇥ 1
<latexit sha1_base64="K5R1rIe5RI2UbUMBWIKSJp9BsN8=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilR4/0UETcEK9frrhVdw6ySrycVCBHo1/+6g1ilkZcIZPUmK7nJuhnVKNgkk9LvdTwhLIxHfKupYraNX42v3hKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrP3yUBozlBOLKFMC3srYSOqKUMbUsmG4C2/vEpatap3Ua3dX1bqN3kcRTiBUzgHD66gDnfQgCYwUPAMr/DmGOfFeXc+Fq0FJ585hj9wPn8ASLiQAg==</latexit>

Fully	Connected	vs.	locally	connected
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Convolution

• Convolution the process of extracting features

from input data using kernels/filters.

• Convolution is a mathematical operation of

two functions that produces a third function

that expresses how the shape of one is

modified by the other

Convolution

s(t) = (x ⇤ w)t

s(t) =

Z
x(a)w(t� a)da

Feature	space
Input Kernel

Convolution is	an	operation	on	two	functions	of	a	real-
valued	argument.
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Convolution

s(t) = (x ⇤ w)t

Feature	space
Input Kernel

Convolution is	an	operation	on	two	functions	of	a	real-
valued	argument.

In	fact

s(t) =
1X

a=�1
x(a)w(t� a)

Multi-dimension	convolution

s(i, j) = (I ⇤K)(i, j) =
X

m

X

n

I(m,n)K(i�m, j � n)

s(i, j) = (K ⇤ I)(i, j) =
X

m

X

n

I(i�m, j � n)K(m,n)

Commutative	property:

In	practice	cross	correlation	is	commonly	used	instead	:

s(i, j) = (K ⇤ I)(i, j) =
X

m

X

n

I(i�m, j � n)K(m,n)+ +
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20 38/

Convolutional	Neural	
Networks
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Convolution	as	a	matrix
Discrete	convolution	can	be	viewed	as	
multiplication	by	a	matrix.	

1.	Entries	constrained	to	be	equal	to	other	
entries.	

2.	Convolution	usually	corresponds	to	a	very	
sparse	matrix

Toeplitz matrix

m << n

Convolution	– three	key	ideas
1.	Sparse	interactions

2.	Parameter	sharing
3.	Equivariant representations
.
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Sparse	interactions

The	kernel	is	smaller	than	the	input
millions	of	units	->	hundreds	of	units	
(e.g.		pixels	->	edges)

reduction	of	memory	capacity
statistical/computational	efficiency

.
Traditional NN

CNN

A	simple	example

280

320

Forward	operation

But	efficient	in	terms	
of	storage

O(n⇥ k)

Original	image Vertical	edge	map
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Parameter	sharing	(tied	weights)

Parameter	sharing:	
using	the	same	parameter	for	more	than	one
function	in	a	model

Traditional NN

CNN

Equivariance
In	the	case	of	convolution,	the	particular	form	of	parameter	sharing	causes	the

layer	to	have	a	property	called	equivariance to	translation.	

To	say	a	function	is	equivariant means	that	if	the	input	changes,	the	output	changes	in	the	same	

way,	i.e.		The	function																	is	equivariant to		a	function								if

f(g(x)) = g(f(x))

f(x) g
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Pooling
A	pooling	function	replaces	the	output	of	the	net	at	a	certain	location	with	a

summary	statistic	of	the	nearby	outputs	(e.g.	a	rectangle	neighborhood).

1. Max	pooling

2. Average

3. Weighted	average	(e.g.	based	on	the	distance	from	the	central	voxel)

4. L2	Norm

Pooling	- advantages
Invariance	to	small	translations	of	the	input	(strong	prior).

Computational	efficiency:	fewer	pooling	units	than	detector	units

Handling	inputs	of	varying	size

Max	pooling ->	shift	by	one	pixel
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Max	pooling	– an	example	(Invariance	to	rotation)

Max	pooling	– an	example	(reduction	of	size)

Reduction	by	a	factor	of	2
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CNN	Architecture
A	typical	layer	of	a	convolutional	
network	consists	of	three	stages:	

first	stage:	performs	several	
convolutions	in	parallel	to	produce	a	set	
of	linear	activations.	

second	stage:	each	linear	activation	is	
run	through	a	nonlinear	activation	
function,	called	the	detector stage.	

third	stage:	pooling function	is	used	to	
modify	the	output	of	the	layer	further

CNN	example

LeCun,	Bengio,	Hinton
Nature,	2015
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Convolution	and	Pooling	as	an	Infinitely	Strong	Prior

Prior	probability	distribution	- a	probability	distribution	over	the	parameters	of	a	

model	that	encodes	our	beliefs	about	what	models	are	reasonable,	before	we	

have	seen	any	data.

Priors	can	be	considered	weak	or	strong.

Weak	prior	– high	entropy	– e.g.	high	variance	Gaussian	dist.

Strong	prior	– low	entropy	– e.g.	low	variance	Gaussian	dist.

Convolution	and	Pooling	as	an	Infinitely	Strong	Prior

CNN	=	fully	connected	NN	with	strong	priors

Identical	weights	– shifted	in	space

Zero	weights
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Convolution	and	Pooling	as	an	Infinitely	Strong	Prior

Key	insights:

1. Convolution	and	pooling	are	only	useful	when	the	assumptions	made

by	the	prior	are	reasonably	accurate.

If	not	– may	cause	underfitting

2.	We	should	only	compare	convolutional	models	to	other	convolutional	models	

in	benchmarks	of	statistical	learning	performance.

Fully	connected	NN		is	permutation	invariant.

Variants	of	the	Basic	Convolution	Function
1. Strided convolution

2. Zero	padding

3. Unshared	convolution

4. Tiled	CNN
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Strided Convolution

Zero	padding
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Locally	connected,	CNN	and	Fully	
connected

Fully	connected

Standard	CNN

Locally	connected

Tiled	Convolution

Tiled	CNN

Locally	connected
(unshared	convolution)

Standard	CNN
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Receptive	field

What	is	the	receptive	field	of	a	feature	in	the	4th	layers	?	

What	is	the	receptive	field	of	a	feature	in	the	Nth	layers	?	

The	receptive	field	is	the	region	in	the	input	space	

That	a	particular	CNN’s	feature	is	looking	at	(i.e.	affected	by).	

A	receptive	field	of	a	feature	can	be	described	by	its

center	location and	its size.

https://medium.com/hitchhikers-guide-to-deep-learning/10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0

Math	of	the	Receptive	Fields

https://rubikscode.net/2020/05/18/receptive-field-arithmetic-for-convolutional-neural-networks/
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Math	of	the	Receptive	Fields

Size	of	the output feature	map	for	each	layer:

number of the 
features in layer i

number of the 
features in layer i-1

padding kernel

stride

Cumulative stride

https://rubikscode.net/2020/05/18/receptive-field-arithmetic-for-convolutional-neural-networks/

Math	of	the	Receptive	Fields

size of	the	receptive	field

size of	the	receptive	field
General	formula

receptive	field’s	center

https://rubikscode.net/2020/05/18/receptive-field-arithmetic-for-convolutional-neural-networks/
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Math	of	the	Receptive	Fields
Initial	values:

n	=	image	size

r	=	1

j	=	1

start	=	0.5

https://fomoro.com/research/article/receptive-field-calculator#

Receptive	field	calculator	

Math	of	the	Receptive	Fields
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Math	of	the	Receptive	Fields

Pointwise	Convolutions	|	1x1	Convolutions:

1⇥ 1
<latexit sha1_base64="K5R1rIe5RI2UbUMBWIKSJp9BsN8=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilR4/0UETcEK9frrhVdw6ySrycVCBHo1/+6g1ilkZcIZPUmK7nJuhnVKNgkk9LvdTwhLIxHfKupYraNX42v3hKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrP3yUBozlBOLKFMC3srYSOqKUMbUsmG4C2/vEpatap3Ua3dX1bqN3kcRTiBUzgHD66gDnfQgCYwUPAMr/DmGOfFeXc+Fq0FJ585hj9wPn8ASLiQAg==</latexit>

convolutional	kernels	are	used	to	reduce/increase	the	number	of	channels

https://medium.com/hitchhikers-guide-to-deep-learning/10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0
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Dilated	convolutions	|	Atrous Convolutions:

Dilated	convolution	– increase	receptive	field	without	increasing		the	depth	&	

computational	cost.

Understand	the	overall	picture	rather	than	finer	details.	

Dilation	rates

Dilated	convolutions	|	Atrous Convolutions:

Google’s	Wavenet
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Deconvolution	|	Transpose	convolution	|	
Fractionally	Strided Convolution:

• Image	data	correlate

• Convolution	learns	these	correlations	

• Deconvolution	“removes”	pixel-wise	and	channel-wise	

correlations	before	the	data	is	fed	to	subsequent	layers

• Deconvolution:	spread	out	the	pixels/features	of	the	original	

image/layer	and	pad		the	spaces	with	some	values

• May	lead	to	checkerboard	artifacts

Checkerboard	artifacts

https://distill.pub/2016/deconv-checkerboard/
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Checkerboard	artifacts

https://distill.pub/2016/deconv-checkerboard/

• Checkerboard	artifacts	result	from	an	“uneven	overlap”	of	transposed	convolution.	

• Such	overlap	covers	some	places	more	than	others.
• Deconvolution	has	uneven	overlap	when	the	kernel	size	 is	not	divisible	by	the	stride.

Checkerboard	artifacts

https://distill.pub/2016/deconv-checkerboard/
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Checkerboard	artifacts

https://distill.pub/2016/deconv-checkerboard/

Checkboard	Artifacts	–possible	solutions

Deconvolution	 NN-Resize	Convolution	 Bilinear-Resize	Convolution	
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Pixel	Shuffle	convolution	for	high	
resolution
Take	the	input	image(MxNxC),	run	over	a	1x1	kernel	to	extract	the	RxR number	of	channels.	

From	these	1,2,3,…,	 channels	take	one	pixel	at	a	time	from	each	consecutive	layer	then	
shuffle	them	to	get	the	output.

R2
<latexit sha1_base64="XnPtRy18wfdK38eTfGH4TPZNMEQ=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbRRI9ELx7xwSMBJLPDLEyYnd3M9JqQDZ/gxYPGePWLvPk3DrAHBSvppFLVne4uP5bCoOt+O7mV1bX1jfxmYWt7Z3evuH/QMFGiGa+zSEa65VPDpVC8jgIlb8Wa09CXvOmPrqd+84lrIyL1gOOYd0M6UCIQjKKV7u8eK71iyS27M5Bl4mWkBBlqveJXpx+xJOQKmaTGtD03xm5KNQom+aTQSQyPKRvRAW9bqmjITTednTohJ1bpkyDSthSSmfp7IqWhMePQt50hxaFZ9Kbif147weCymwoVJ8gVmy8KEkkwItO/SV9ozlCOLaFMC3srYUOqKUObTsGG4C2+vEwalbJ3Vq7cnpeqV1kceTiCYzgFDy6gCjdQgzowGMAzvMKbI50X5935mLfmnGzmEP7A+fwB0wqNfg==</latexit>

https://arxiv.org/pdf/1609.05158.pdf

Pixel	Shuffle

https://medium.com/hitchhikers-guide-to-deep-learning/10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0
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Pixel	Shuffle	Convolution

https://medium.com/hitchhikers-guide-to-deep-learning/10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0

Depthwise Convolution
• Split	NxMxC input	image	into	C	images.

• Convolve	to	get	multiple	feature	maps.

• Use	1x1xC	pointwise	convolutions	to

get	the	desired	number	of	channels.		
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Depthwise Convolution

Standard	Convolution Depthwise Convolution

https://medium.com/hitchhikers-guide-to-deep-learning/10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0

Depthwise convolution

N ⇥M ⇥ C
<latexit sha1_base64="xzDXtRRK32GsmIzjtQ/pEF9o3mE=">AAAB/HicbZDLSsNAFIZPvNZ6i3bpZrAIrkpSBV0Wu3GjVLAXaEOZTCft0MkkzEyEEOqruHGhiFsfxJ1v47SNoK0/DHz85xzOmd+POVPacb6sldW19Y3NwlZxe2d3b98+OGypKJGENknEI9nxsaKcCdrUTHPaiSXFoc9p2x/Xp/X2A5WKReJepzH1QjwULGAEa2P17dIt6mkWUoVufqDet8tOxZkJLYObQxlyNfr2Z28QkSSkQhOOleq6Tqy9DEvNCKeTYi9RNMZkjIe0a1Bgs8bLZsdP0IlxBiiIpHlCo5n7eyLDoVJp6JvOEOuRWqxNzf9q3UQHl17GRJxoKsh8UZBwpCM0TQINmKRE89QAJpKZWxEZYYmJNnkVTQju4peXoVWtuGeV6t15uXaVx1GAIziGU3DhAmpwDQ1oAoEUnuAFXq1H69l6s97nrStWPlOCP7I+vgEdgJPH</latexit>

Image	size

K ⇥K
<latexit sha1_base64="ijJ/KvNu66SNyRfdc3N8F3ut06I=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BL0IuEcwDkyXMTmaTIbOzy0yvEEL+wosHRbz6N978GyfJHjSxoKGo6qa7K0ikMOi6305ubX1jcyu/XdjZ3ds/KB4eNU2casYbLJaxbgfUcCkUb6BAyduJ5jQKJG8Fo9uZ33ri2ohYPeA44X5EB0qEglG00mOtiyLihtRIr1hyy+4cZJV4GSlBhnqv+NXtxyyNuEImqTEdz03Qn1CNgkk+LXRTwxPKRnTAO5Yqavf4k/nFU3JmlT4JY21LIZmrvycmNDJmHAW2M6I4NMveTPzP66QYXvsToZIUuWKLRWEqCcZk9j7pC80ZyrEllGlhbyVsSDVlaEMq2BC85ZdXSbNS9i7KlfvLUvUmiyMPJ3AK5+DBFVThDurQAAYKnuEV3hzjvDjvzseiNedkM8fwB87nD5pbkDY=</latexit>

kernel	size

O
<latexit sha1_base64="GaKRjcxSBA8vmj115Ee3A9y0aWc=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BL95MwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGtzO/9YRK81g+mHGCfkQHkoecUWOl+n2vWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaVbK3kW5Ur8sVW+yOPJwAqdwDh5cQRXuoAYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A6ljjNc=</latexit>

Output	size

Used	by	Architectures	such	as	Inception,	Xception and	Mobile	Net

(N ⇥M ⇥ C)⇥ [(K ⇥K ⇥ C)⇥O] ! (N ⇥M ⇥O)
<latexit sha1_base64="PTPpDvDU8rD48cPDnYaCr8+HgfQ=">AAACPXicbZBLSwMxFIUz9VXra9Slm2AR2k2ZqYIui90IRa3QhzAdSibNtKGZzJBkhDL0j7nxP7hz58aFIm7dmraDj9YLIR/n5HJzjxcxKpVlPRmZpeWV1bXsem5jc2t7x9zda8kwFpg0cchCceshSRjlpKmoYuQ2EgQFHiNtb1id+O07IiQNeUONIuIGqM+pTzFSWuqajcJVR9GASHiZ3tUiTMmBhVqKNbjgXruaQvjT/20Uu2beKlnTgotgp5AHadW75mOnF+I4IFxhhqR0bCtSboKEopiRca4TSxIhPER94mjkSM9xk+n2Y3iklR70Q6EPV3Cq/u5IUCDlKPD0ywCpgZz3JuJ/nhMr/8xNKI9iRTieDfJjBvXWkyhhjwqCFRtpQFhQ/VeIB0ggrHTgOR2CPb/yIrTKJfu4VL45yVfO0ziy4AAcggKwwSmogAtQB02AwT14Bq/gzXgwXox342P2NGOkPfvgTxmfXzojq6E=</latexit>

C ⇥ (N ⇥M)⇥ [C ⇥ (K ⇥K ⇥ 1) + (1⇥ 1⇥ C)⇥O] ! (N ⇥M ⇥O)
<latexit sha1_base64="iKRzTxq/lXVUFaK9iWv6Lhv0axM=">AAACXXicbZFdSwJBFIZntyw1s60uuuhmSAIlkF0L6lLyJpDSID9gXWR2HHVw9oOZ2UAW/2R3ddNfadRdMu3AwDvPOWfOzDtuyKiQpvmp6Xv7mYPDbC5/VDgunhinZ10RRByTDg5YwPsuEoRRn3QklYz0Q06Q5zLSc2eNZb73Triggf8m5yFxPDTx6ZhiJBUaGrIBB5J6RMDySyKeKymy4W+2mYhmSqwKvIFlK92luFFJRMtRKNg4Nq1oVYZGyayaq4C7wkpECSTRHhofg1GAI4/4EjMkhG2ZoXRixCXFjCzyg0iQEOEZmhBbSR+pOU68cmcBrxUZwXHA1fIlXNHNjhh5Qsw9V1V6SE7Fdm4J/8vZkRw/ODH1w0gSH68HjSMG1auXVsMR5QRLNlcCYU7VXSGeIo6wVB+SVyZY20/eFd1a1bqt1l7vSvXHxI4suARXoAwscA/q4Am0QQdg8KUBLafltW89oxf04rpU15Kec/An9IsfkjavlA==</latexit>
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Spatially	Separable	Convolution

https://medium.com/hitchhikers-guide-to-deep-learning/10-introduction-to-deep-learning-with-computer-vision-types-of-convolutions-atrous-convolutions-3cf142f77bc0

Data	Types

Single	Channel Multi	Channel

1D Audio	waveform Skeleton	animation	data

2D Fourier	transform	of	Audio	data Color	image	data

3D

4D

Volumetric	data	– e.g.	CT	scans

Heart	scans

Color	video	data
Multi-modal	MRI
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Batch	Normalization
• Introduced	by	two	researchers	at	Google,	Sergey	Ioffe and Christian	Szegedy in	their	paper	

‘Batch	Normalization:	Accelerating	Deep	Network	Training	by	Reducing	Internal	Covariate	

Shift‘	in	2015.

• They	showed	that	batch	normalization	improved	the	top	result	of	ImageNet	(2014)	by	a	

significant	margin	using	only	7%	of	the	training	steps

• Today,	Batch	Normalization	is	used	in	almost	all	CNN	architectures.

Internal	Covariate	Shift

https://learnopencv.com/batch-normalization-in-deep-networks/
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Internal	Covariate	Shift

https://learnopencv.com/batch-normalization-in-deep-networks/

Internal	Covariate	Shift

https://learnopencv.com/batch-normalization-in-deep-networks/
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Internal	Covariate	Shift

https://learnopencv.com/batch-normalization-in-deep-networks/

• Covariate	shift:	when	the	mini-batches	have	images	that	are	not	uniformly	sampled	from	the	

entire	distribution

• Solution for	the	input	layer	is	to	randomize	the	data	before	creating	mini-batches.

What	about	the	hidden	layers?

• In	a	neural	network,	each	hidden	unit’s	input	distribution	

changes	every	time	there	is	a	parameter	update	in	the	previous	layer.

• Called internal	covariate	shift

• Makes	training	slow	and	requires	a	very	small	learning	rate	and	a	good	parameter	initialization

• Solution:	Batch	Normalization

Other	benefits	to	BatchNorm
• Allows	higher learning	rate without	vanishing	or	exploding	gradients.	
• Have	a	regularizing	effect	such	that	the	network	improves	its	generalization	
properties

• The	network	becomes	more	robust	to	different	initialization	schemes	and	
learning	rates.
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Batch	Normalization
• Batch	normalization	is	achieved	through	a	normalization	step	that	fixes	the	means	and	

variances	of	each	layer's	inputs

• Ideally,	the	normalization	would	be	conducted	over	the	entire	training	set	(obviously	impractical	

with	stochastic	optimization	methods).

• In	practice,	normalization	is	restrained	to	each	mini-batch	in	the	training	process.

Batch	Normalization

The	two	parameters

are	learned	through	the	training	process.																			

�,�
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Batch	Normalization	-algorithm
Use							to	denote	a	mini-batch	of	size								of	the	entire	training	set.

The	empirical mean and variance of B could	thus	be	denoted	as

For	a	layer	of	the	network	with d-dimensional	input,

each	dimension	of	its	input	is	then	normalized	(i.e.	re-centered	and	re-scaled)	separately,

B
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are	the	per-dimension	mean	and	variance,	
respectively.

Batch	Normalization	–Cont.
To	restore	the	representation	power	of	the	network,	a	transformation	step	then	follows	as
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Inference	with	Batch-Normalized	Networks

During	the	training	stage,	the	normalization	steps	depend	on	the	mini-batches	to	ensure	

efficient	and	reliable	training.

The	normalization	step	in	the	inference	stage	is	computed	with	the	population	statistics	such	

that	the	output	could	depend	on	the	input	in	a	deterministic	manner.

The BN transform in the inference step thus becomes

Since	the	parameters	are	fixed
in	this	transformation,
the	batch	normalization	
procedure	is	essentially
applying	a linear	transform to	
the	activation.


