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The Makeover of My First Image

The Makeover of My First Image
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Image processing vs. Image detection




This class

Zisserman

Image Processing — \Why?

- Main Objective: Image Enhancement

- Why?
« Further processing
- Aesthetic
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What is image enhancement?

* How to improve contrast ?

What is image enhancement?

* How to improve contrast ?

* How to sharpen edges?

Original image: http://www.rd.com/advice/pets/how-to-decode-your-cats-behavior/




What is image enhancement?

* How to improve contrast ?
* How to sharpen edges?

* How to reduce noise?

https://leegihan.wordpress.com/category/the-best-noise-reduction/

What is image enhancement?

* How to improve contrast ?
* How to sharpen edges?
* How to reduce noise?

* How to remove shadows ?
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What is image enhancement?

* How to improve contrast ?
* How to sharpen edges?
* How to reduce noise?

* How to remove shadows ?

How to do deblurring?

* How to improve contrast ?
* How to sharpen edges?

* How to reduce noise?

* How to remove shadows ?
* How to do deblurring?

* How to do impainting?
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Sampling and Quantization

Intensity quantization
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Spatial sampling

Some numbers
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http://gigapan.com

https://www.google.com/culturalinstitute/about/artproject/
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]
Not-My-Cat Image

>>
>> Irgb = imread('NMCat.jpeg’);
>> whos

Name Size Bytes Class

Irgb 1600x2400x3 11520000 uint8

Images as functions

10/28/20
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Point (Pixelwise) Operation

Pixelwise operation: Negative
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Pixelwise operation: power low
transformation

Image Enhancement
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Point operation: Histograms

]
Point Operation: Intensity Map
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Contrast Stretching

Cumulative Histograms
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Histogram Equalization

Histogram Equalization
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Histogram Equalization (flatening)

Histogram Equalization
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Histogram Equalization

Histogram Equalization
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Histogram Equalization

Normalized Intensity Histogram

Pr(k)

I1:9—-10,..., K -1}
k

Natural image:x € Q, I(x) =k, k€ {0,1,..., K — 1}

Py(k) £ Pr(I(x) = k)

Mor Avi-Aharon et al

10/28/20
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Difference between histograms

Histogram Representation

h = {u, Pr(k)} i)

Pr(k) = S TI(I(%))

xeQ

Mor Avi-Aharon et al
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Earth Mover’s Distance (Wasserstein Distance)

hy he

Compare in this direction

|

Not only in this direction

Mor Avi-Aharon et al

Earth Mover’s Distance (Wasserstein Distance)

h2

K-1 K—1
Wby, by, F) = >~ > " dky iy i s
k1=0 k=0
EMD constraints:
fr1 ks > 0 for each Ky, ko
K-1
‘ b b, ik, thh < Pr, (ky) for all ky
ko=0
D — ground distance matrix K1
dg, i, distance between puy, , tir, S Finks < Pry(k2) for all ky
F — flow matrix F1=0
f mass transported between =< = =
[ P Fhous i | SN g = min {37 Py (1), S Pra (k)
. . k1=0 ka=0 k1=0 ka=0
Rubner, Tomasi, and Guibas, ICCV, 1998.

Mor Avi-Aharon et al

10/28/20
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Earth Mover’s Distance (Wasserstein Distance)

* The EMD between h;.h, is the minimum cost of
work that satisfies the constraints normalized by the

total flow:

W(hy, hy, F
Des (b, ha) = inf g e E)
2 Zk,:l) Zk,:(}f*‘ka:

K1 K1
. kZ]P;‘(k]):}ZIP,L, hy, ha € RK
= -

— EMD is equivalent to Mallows distance:

t
%) ICDF(h) ~ CDF(ha)ls

where, CDF(+) is the cumulative density function.

Demp(hy, hg) = (

Levina and Bickel. ICCV 2001.

Mor Avi-Aharon et al

CDF(hy)

CDF(hz)

Temporal Averaging

10/28/20
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Temporal Averaging

Temporal Averaging
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Spatial Operation

Image Filtering

27



Image filtering

- Compute function of local neighborhood at each
position
h=output f=filter I=image

hm,n]=>_ fTk,[1I[m+k,n+]

James Hay

]
Image filtering

f[a]
1 1 1
Example: box l 11|
filter ST 1.1,

Slide credit: David Lowe (UBC)

10/28/20
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Image Filtering

1.,.]

hm,n]=>_ fTk,[1I[m+k,n+]

Credit: S. Seitz

90

90

90

90

Image filtering

I.,.]

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

90

hm,n]=>_ fTk,[1I[m+k,n+]

Credit: S. Seitz

10/28/20
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Image Filtering
1.,.]

90 [ 90 § 90 | 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 90 | 90 | 90

90 | 90 [ 90 [ 90 [ 90

90

20

hm,n]=>_ fTk,[1I[m+k,n+]

1011
1011
1111
Credit: S. Seitz

Image Filtering
1...]

90 [ 90 | 90 Jf 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 90 | 90 | 90

90 | 90 [ 90 [ 90 [ 90

90

20

30

hm,n]=>_ fTk,[1I[m+k,n+]

1111
1011
1011
Credit: S. Seitz

10/28/20

30



Image Filtering
11.,.]

90 | 90 | 90 | 90 | 90

90 | 90 [ 90 [ 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 90 | 90 | 90

90 | 90 [ 90 [ 90 [ 90

90

1011

1
f[ ] —l1 1]

b 9
1111

.,
10|20 [ 30f 30
Credit: S. Seitz

hm,n]=>_ fTk,[1I[m+k,n+]

Image filtering
1...]

90 [ 90 | 90 | 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 | 90 [ 90 [ 90 [ 90

90 90 || 90 | 90

90 | 90 [ 90 [f 90 [ 90

90

1111
1
f[ ] —|1 1]
> 9
1011
.,
10 [ 20 [ 30 [ 30
?
Credit: S. Seitz

hm,n]=>_ fTk,[1I[m+k,n+]

10/28/20
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Image filtering

1].,.] hl.,.]

30

30

50

hm,n]=>_ fTk,[1I[m+k,n+]

Credit: S. Seitz

Image filtering ” !
.. i,

hm,n]=>_ fTk,[1I[m+k,n+]

Credit: S. Seitz

10/28/20
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Box Filter

What does it do? ST ]

» Replaces each pixel with 1 11| 1
an average of its
neighborhood

O+

» Achieve smoothing effect
(remove sharp features)

Slide credit: David Lowe (UBC)

Box Filter

What does it do? ST ]

* Replaces each pixel with 111 | 1
an average of its
neighborhood

O+

» Achieve smoothing effect
(remove sharp features)

* Why does it sum to one?

Slide credit: David Lowe (UBC)
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Smoothing with box filter

Image filtering

- Compute function of local neighborhood at each
position

hm,n]=>_ fTk,[1 I[m+k,n+]

- Really important!
- Enhance images
- Denoise, resize, increase contrast, etc.
- Extract information from images
- Texture, edges, distinctive points, etc.

- Detect patterns
- Template matching

James Ha

10/28/20
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Linear Filters
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1. Practice with linear filters

Original

Source: D. Lowe

10/28/20
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1. Practice with linear filters

Original Filtered
(no change)

Source: D. Lowe

2. Practice with linear filters

0|00 ‘)
01 )
0|00

Original

Source: D. Lowe
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2. Practice with linear filters

Original Shifted left
By 1 pixel

Source: D. Lowe

Vertical Edge
(absolute value)D

avid Lowd
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Horizontal Edge
(absolute value)

David Lowg

4. Practice with linear filters

(Note that filter sums to 1)

Original

Source: D. Lowe
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4. Practice with linear filters

0|/0|0 1 1111
0]12|0 - 5 1111
0/0|0 1111

Original Sharpening filter

- Accentuates differences with local

average

Source: D. Lowe

4. Practice with linear filters

before

Sharpening

Source: D. Lowe

10/28/20
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Filtering: Correlation vs. Convolution

- 2d correlation
h=filter2(f,I); or h=imfilter(I,f);

hm,n]=>" fTk, ] I[m+k,n+1]

James Hay

Filtering: Correlation vs. Convolution

- 2d correlation
h=filter2(f,I); or h=imfilter(I,f);

hm,n]=>" fTk, 1 I[m+k,n+1]

- 2d convolution
h=conv2(£f,I);

hm,n]=>" fTk, 1 1[m—k,n—1]

conv2(I,f)isthesameas filter2(rot90(£f,2),I)

Correlation and convolution are identical when the filter is symmetric.
James Hay

10/28/20
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Key properties of linear filters
Linearity:
imfilter(I, £, + £,) =
imfilter(I,f;) + imfilter (I, £f,)

Shift invariance: same behavior regardless of pixel
location

imfilter (I,shift(f)) = shift (imfilter (I, f))

Any linear, shift-invariant operator can be represented as a
convolution

Source: S. Lazebnik

Convolution properties
- Commutative:a*b=b"*a
- Conceptually no difference between filter and signal

- But particular filtering implementations might break this
equality, e.g., image edges

- Associative:a*(b*c)=(a@a*b)*c
- Often apply several filters one after another: (((a * by) * b,) *
bs)
- This is equivalent to applying one filter: a * (b, * b, * b3)
- Correlation is _not_ associative (rotation effect)
- Why important?

Source: S. Lazebnik

10/28/20
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Convolution properties

Commutative:a*b=b*a

- Conceptually no difference between filter and signal
- But particular filtering implementations might break this equality,

e.g., image edges

Associative:a*(b*c)=(a*b)*c

- Often apply several filters one after another: (((a * by) * b,) * bs)

- This is equivalent to applying one filter: a

- Why important?

* (by
- Correlation is _not_ associative (rotation effect)

" b, * bs)

- Scalars factor out: ka *b=a *kb =k (a* b)

- I[dentity: unit impulse e =[0,0,1,0,0],a*e=a

- Distributes over addition: a*(b+c)=(a* b) +(a* ¢)

Source: S. Lazebnik

016

014

Important filter: Gaussian

- Weight contributions of neighboring pixels by nearness

0.003
0.013
0.022
0.013
0.003

0.013 0.022
0.059 0.097
0.097 0.159
0.059 0.097
0.013 0.022

0.013 0.003
0.059 0.013
0.097 0.022
0.059 0.013
0.013 0.003

5x5,0=1

Slide credit: Christopher Rasmussen

10/28/20

42



Smoothing with Gaussian filter

10/28/20
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Gaussian filters

- Remove “high-frequency” components from the image
(low-pass filter)
- Images become more smooth

- Convolution with self is another Gaussian

- So can smooth with small-width kernel, repeat, and get same result
as larger-width kernel would have

- Convolving two times with Gaussian kernel of width o is same as
convolving once with kernel of width g2

- Separable kernel
- Factors into product of two 1D Gaussians

Source: K. Grauman

]
Separability of the Gaussian filter

I e
Go(x.y) = s exp 20
1 x? 1 y 2
T 5 2 T 5 2
= exp 20 exp 20
( V2ro P ) Voro P

The 2D Gaussian can be expressed as the product of two
functions, one a function of x and the other a function of y

In this case, the two functions are the (identical) 1D Gaussian

Source: D. Lowe
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Separability example

112 |1 2 13]3
2D convo!ution 9 2113 |5 1|5
(center location only)
T2 1] |4 ]4a]s
The filter factors 112 ]1 1] % n
into a productof 1D |2 [4 |2 | =] >
filters: 112 11 1
) 3 "
Perform COﬂVOlf.Itlon I y I > I r | * 3 = B
along rows:
4 |4 ]s 18
Followed by convolution 1
along the remaining column: 8 = 65
18

65

Source: K. Grauman

Separability

- Why is separability useful in practice?

10/28/20
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Separability

- Why is separability useful in practice?
- If K 'is width of convolution kernel:

- 2D convolution = K2 multiply-add operations
- 2x 1D convolution: 2K multiply-add operations

Practical matters

How big should the filter be?
- Values at edges should be near zero
- Gaussians have infinite extent...

- Rule of thumb for Gaussian: set filter half-width to
about3 o

James Hay

10/28/20
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Practical matters

- What about near the edge?
- the filter window falls off the edge of the image

- need to extrapolate g '—
.
L

- methods:
- clip filter (black)
- wrap around
- copy edge
- reflect across edge

Source: S. Marschner

Computing Derivatives using Linear
Filters

10/28/20
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Computing Derivatives using Linear
Filters

Computing Derivatives using Linear
Filters

Solution?

48



10/28/20

Computing Derivatives using Linear
Filters

Solution
* smooth with a Gaussian filter
* then differentiate

Computing Derivatives using Linear
Filters

49
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Computing Derivatives using Linear
Filters

Computing Derivatives using Linear
Filters
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Computing Derivatives using Linear
Filters

x-deriv

d'

Computing Derivatives using Linear
Filters

x-deriv

«
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Computing Derivatives using Linear
Filters
—
x-deriv y-deriv
*

Computing Derivatives using Linear
Filters
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Filtering: summary

/7]
Bonus Question: Image Enhancement

- Take an image (any image, but preferably one’s that

needs enhancement) and enhance it.
- Use what learned in this class to do so
- Plot the “before” and “after”
- Plot its derivatives before and after
- Matlab code is needed

- 3 Best works in class get 1 bonus point

53



Next Class

Colors

Frequency

]
Links to Some Last Year Projects
- Supermarket

* AirDrums

- BallBounce

- PizzaPlanner

- VirtualShooting

10/28/20
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