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System model

@ Feedback
y nR ; €Ti . y n
M e rfloosaned  Ti ) Py L Uil pecoger [ M),
Yi-1 Unit Delay Yi

@ The channel is the binary erasure channel:

0 <L=<-0
X 2%
€
1 =1

@ The codes has a constraint: no two 1's in a row. (a.k.a.
(1, 00)-RLL constrained.)
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Motivation and Questions

@ Motivation:

@ Simple and fundamental problem: simple memoryless
channel with simple input-constrainted.
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Motivation and Questions

@ Motivation:

@ Simple and fundamental problem: simple memoryless
channel with simple input-constrainted.

@ The capacity of input-constraint channels without feedback
is still an open problem [Zehavi/Wolf88],
[Vontobel02],[Han/Marcus10], [Han/Marcus12], [Li/Han14]

@ Encoding for memories books by [Immink91],
[Lind/Marcus96], [Marcus/Roth/Siegel98]

@ Energy Harvesting and RFID [Fouladgar/Simeone/Erkip14]

@ Interesting Questions:

- What is the capacity?

- Can we find a simple coding scheme?

- What is the non-causal capacity?
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Our First Main Result

The capacity of the (1, c0)-RLL input-constrained erasure
channel with feedback is

H,
Clb = max b(Pl) .
0<p<i P+ 7=
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Properties of capacity expression

@ The capacity C? = max,_, . pﬁb(ﬁ’) .
=2 T—e
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@ Special cases:
- When e = 0, we have C® = log, ¢.
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Properties of capacity expression

@ The capacity C? = max,_, . pﬁb(ﬁ’) .
=2 T—e
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Erasure probability e

@ Special cases:

- When e = 0, we have C? = log, ¢.
- When e = 1, we have C? = 0.
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Main Tools

© Directed Information I(X™ — Y™) and causal conditioning
Pa"||y"1)

© Dynamic Programming (infinite horizon average reward
DP)
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Definitions of Directed Information

I(X™y™ & HY™ -HY"X")

H(Y"|X") £ E[-log P(Y"|X")]

n

Py"lz") = []Pla"y")
=1
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Feedback capacity

For this channel we show:

1
Crp= lim — max I(X"—>Y")
n—oo N Q(z||y»—1)
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Dynamic programming (DP) formulation

@ state: 5,1
action: q;
@ disturbance: w;

P(w |71 w1t a") = P(wy|Bi-1, ar); Bt = F(Br—1, at, wy)

@ reward per unit time:
9(Be-1,ar)

@ objective:

I
sup liminf — ZE [9(Bi—1,at)]
t=1

{at}t21 n—oo 1
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Dynamic programming operator, T’
@ The dynamic programming operator 7" is given by

(T 0 J)(8) = sup ( ) + ZP w|B,a)J(F(B, a, w)))

acA
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Dynamic programming operator, T’
@ The dynamic programming operator 7" is given by

(T 0 J)(8) = sup ( ) + ZP w|B,a)J(F(B, a, w)))

acA

@ Inourcase: J:[0,1] - Rand

(T 0 J)(B) = suppese. EHy(0)+(1 — 6)e] (11+e] (1-6)1+6.J (0)
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Dynamic programming operator, T’
@ The dynamic programming operator 7" is given by

(T 0 J)(8) = sup ( ) + ZP w|B,a)J(F(B, a, w)))

acA

@ Inourcase: J:[0,1] - Rand

(T 0 J)(B) = suppese. EHy(0)+(1 — 6)e] (11+e] (1-6)1+6.J (0)

@ Value iteration algorithms: executed 20 iterations
Jgr1 =T o Jy

Crp =~ 0.405 bits
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Result of value iteration

Action 0o

0.45 T T T T T T T T

0.4 1

d20

021 1

01F 4

L L L L L L
0 0.1 0.2 0.3 0.4 0.5 0.6 07 0.8 0.9 1

State z
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Value function Jy

L L L
0.3 0.4 05 0.6 0.7

State z
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Dynamic programming- Bellman equation

(Bellman Equation.) If there exist a function J(53) and a
constant p that satisfy

T o J(8)=J(B)+p

then p is the optimal infinite horizon average reward.
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Dynamic programming- Bellman equation

(Bellman Equation.) If there exist a function J(53) and a
constant p that satisfy

T o J(8)=J(B)+p

then p is the optimal infinite horizon average reward.

eHy(z) — zézﬁii if0 <z <p,

* _ €T 1—e¢
7@ =1 e ifp. <z<1
pe-l—ﬁ €= -

. Hy(p)
pe = Inax 1
0<p<1 p + g

We showed that J*(z) and p} solve the Bellman equation.
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Result of Value iteration

Histogram of the state z; = p(x; = 0|y?)
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The DP optimal policy

*=0 0" =p

w=0/?
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Optimal encoding procedure

p(xy = 1y =0) =0 plry=1zg1=0)=p
ye=0/7

y =0

plz =1|zt-1 =0)=¢q

Oron Sabag, Haim Permuter and Navin Kashyap Input-Constrained Erasure Channel with Feedback



How do we transmit a message?

M ~ points [0, 1) [Horstein03 Schalkwijk/Kailath66 Kim06 Shayevitz/Feder11]
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How do we transmit a message?

M ~ points [0, 1) [Horstein03 Schalkwijk/Kailath66 Kim06 Shayevitz/Feder11]
We partition the unit interval according to p or ¢ = Z.

. . . p
The input to the channel is simply the label.
‘0 1
t=1 0_ — OO O—O—O—O— @~ ——l— —O—O—0— —;:—1
p
yi =7
(0] 7 ‘0
t=2 6—:,—:j:—:j:—:j:—Ji—;:—;:—.—;:—:j:—lj,—:j:—:j:—:j:—;:—;:—;:—l
pq p
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How do we transmit a message?

M ~ points [0, 1) [Horstein03 Schalkwijk/Kailath66 Kim06 Shayevitz/Feder11]
We partition the unit interval according to p or ¢ = Z.

The input to the channel is simply the label. :
‘o’ 1
=l o _;;,_|7;;,_~ —o—o—o—o—o—
P
y1 =7
‘o ‘v ‘o v
t=2 6—:,—:::—:::—:::tli—;:_\;_._;_;:_lj,_;:;_;:;_;:;_\;;_\;;_\;;_1
Pq P
y2 =7
y

R S

paq D P+pq
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How do we transmit a message?

M ~ points [0, 1) [Horstein03 Schalkwijk/Kailath66 Kim06 Shayevitz/Feder11]
p

We partition the unit interval according to p or ¢ =
The input to the channel is simply the label.

Oron Sabag, Haim Permuter and Navin Kashyap

paq

o q
—O—O—O— —:j:—l:?—:, —————
P

y1 =7
q o
—J;—-’“—-ﬁ?—‘—t?—’?—l_’ﬁ— —O—O—O—0—
pq p
P—pg=p Yo =

P P+pq

B

v

AR My
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How do we transmit a message?

M ~ points [0, 1) [Horstein03 Schalkwijk/Kailath66 Kim06 Shayevitz/Feder11]
p

We partition the unit interval according to p or ¢ =
The input to the channel is simply the label.

pqq

__ '—,1,—'
pq — pgq

o q
—O—O—O— —:j:—l:?—:, —————
P

y1 =7
q o
—J;—-’“—-ﬁ?—‘—t?—’?—l_’ﬁ— —O—O—O—0—
pq p
P—pg=p Yo =

P P+pq

B

\4

AR My

— l—,'_',
=pq 1-p—pq
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Rate analysis

Lemma

At any step of the message transmission process, the lengths
of the sub-intervals that are labelled by 1’ sum up to p.

@ Therefore, any successful transmission provides Hy(p) bits
of the message.
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Rate analysis

Lemma

At any step of the message transmission process, the lengths
of the sub-intervals that are labelled by 1’ sum up to p.

@ Therefore, any successful transmission provides Hy(p) bits
of the message.
@ The expected number of channel uses for a successful

transmission is 1

1—c¢

+ p.
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Lemma

At any step of the message transmission process, the lengths
of the sub-intervals that are labelled by 1’ sum up to p.

@ Therefore, any successful transmission provides Hy(p) bits
of the message.
@ The expected number of channel uses for a successful
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@ The rate of the scheme can be arbitrary close to pHer—(’f).

1—e
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Rate analysis

Lemma

At any step of the message transmission process, the lengths
of the sub-intervals that are labelled by 1’ sum up to p.

@ Therefore, any successful transmission provides Hy(p) bits
of the message.
@ The expected number of channel uses for a successful

transmission is 1

1—c¢

+ p.

@ The rate of the scheme can be arbitrary close to pHer—(’f).

1—e

@ In particular choose p = arg max, pfib&

_1 -
1—e
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Summary and future work

@ Obtained the capacity of fundamental feedback problem.
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Used directed information and DP.
Obtained optimal code from the DP solution.
Near future work:

- (d, k)-RLL constraints

- Binary Symmetric Channel(BSC)

- general memoryless channel with general constrained

coding.

@ In the past we solved several unifilar FSC with feedback:
Trapdoor channel, the Ising channel, POST channel and
now erasure channel with constrained input.
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© 6 ¢ ¢

Obtained the capacity of fundamental feedback problem.
Used directed information and DP.
Obtained optimal code from the DP solution.
Near future work:

- (d, k)-RLL constraints

- Binary Symmetric Channel(BSC)

- general memoryless channel with general constrained

coding.

In the past we solved several unifilar FSC with feedback:
Trapdoor channel, the Ising channel, POST channel and
now erasure channel with constrained input.
Long term goal: Find a unified solution for all FSC with
feedback.

More results at ITW, Jerusalem.
Thank you !
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Does feedback increase capacity?
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Does feedback increase capacity?

THE ZERO ERROR CAPACITY OF A NOISY CHANNEL

Clande E. Shannon
Bell Telephone Laboratories, Murray Hill, New Jersey
Massachusetts Ineotitute of Technology, Cambridge, Mass.

Abstract

The zero error capacitv Co of a nolsy
channel is defined as the least upper bound of
rates at which it is possidble to transmit infor-
mation with zero probability of error, Various
properties of G, are studied; upper and lower
bounds and methods of evaluation of C, are given.
Inequslities are obtained for the Cp relating to
the "sum" and "product" of two given channels.
The analogous problem of zero error capacity CoF
for a channel with a feedback link is considered.
It is shown that while the ordinary capacity of
a memoryless channel with feedback is equal to
that of the same channel without feedback, the
zeTo error capacity may be greater, A solution
is given to the problem of evaluating CoP.
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eorem 6: In a memoryless discrete
channel wlith feedback, the forward capacity is
equal to the ordinary capacity C (without feed-

beck). The average change in mutual information
I‘,m between received sequence v and message m

for a letter of text is not greater than C.
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eorem 6: In a memoryless discrete
channel wlith feedback, the forward capacity is
equal to the ordinary capacity C (without feed-
back). The average change in mutual information
Ivm between received sequence v and message m

for a letter of text is not greater than C.

It is interestingz that the first sentence
-of Theorem & can be generalized readily to chan-
nels with memory provided they are of such a
nature that the internal state of the chanmel
can be cglculated at the transmitting point from
the initial state and the sequence of letters
that have been transmitted. If this 1s not the
case, the conclusion of the theorem will not
always be true, that is, there exist channels of
a more complex sort for wnich the forward
capacity with feedback exceeds that without feed-
back. We shall not, however, give the details of
these genaralizations here.
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eorem 6: In a memoryless discrete
channel wlith feedback, the forward capacity is
equal to the ordinary capacity C (without feed-
back). The average change in mutual information
Ivm between received sequence v and message m

for a letter of text is not greater than C.

It is interestingz that the first sentence
-of Theorem & can be generalized readily to chan-
nels with memory provided they are of such a
nature that the internal state of the chanmel
can be cglculated at the transmitting point from
the initial state and the sequence of letters
that have been transmitted. If this 1s not the
case, the conclusion of the theorem will not
always be true, that is, there exist channels of
a more complex sort for wnich the forward
capacity with feedback exceeds that without feed-
back. We shall not, however, give the details of
these genaralizations here.

Question: Is Shannon’s claim correct?
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