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Mathematical methods in communication November 9th, 2009

Lecture No. 4

Lecturer: Haim Permuter Scribe: Alon Kipnis

I. MULTIPLE ACCESSCHANNEL?
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Fig. 1. A scheme of a multiple access channel

In the previous lecture we have defined:
Definition 1 A pair rate(R;, R2) is calledachievable if there exists a sequence @1 272 n) codes
such thatP{™ —0.
Definition 2 capacity region R is the closure of all achievable rates.

Theorem 1The capacity regiorR of a memoryless MAC is the convex closure of @, R2) satisfying,

Ry <I(X1;Y|X5), 1)
Ry < I(X3;Y|X1), (2
Ry + Ry < I(X1,X2;Y). 3

for some product distributiop(z1)p(z2) on X7 x Xs.

Equivalently,R is the closure of the set:
Ry < I(X1;Y]X2,Q),
U Ry < I(X2;Y[X1,Q), (4)
p(@)p(z1lg)p(22]q) R+ Ry < I(X1, X2:Y, Q).

1The multiple-access channel capacity region was found Hgwte [2] and Liao [3] and was extended to the case of theipreslt
access channel with common information by Slepian and WMdlfGaarder and Wolf [5] were the first to show that feedbackeases

the capacity of a discrete memoryless multiple-accessngtan
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Fig. 2. (a) The region defined by eq (1)-(3) for some fixe@z1)p2(z2). (b) The region defined by (1)-(3) for variowps (z1)p2 (z2)
and the binary channél’ ~ (p,1 — p) wherep = f(X1, X2) defined by:£(0,0) = 1, £(0,1) = 1, f(1,0) = 1, f(1,1) = 1.

Note that sinceX; and X, are independent,

I(X1;Y|Xs) = I[(X1;Y, Xo) > I[(X1;Y). (5)

Example 1(Binary Additive Noise MAC) Let the inputs bet; = X> = {0,1}, andZ ~ Bernuli(p) be
an additive noise. The output is given by= X; & X2 & Z. What is the capacity region of this MAC?

Solution: Consider,

(6)

Ry < I(X1;Y|X2,Q) ()
= H(Y|X2,Q) — H(Y[X1, X2,Q) (8)
<1-H(Z), 9)

Similarly,
Ry <1-—H(Z),
Ri+ Ry <I(X1,X2;Y,Q),
<1-H(Z).
Note that if X; ~ Bernuli(1) we have equality in (6). This is becaus¥; ~ Bernuli(3) implies

X1 @ Z ~ Bernuli(3). The same ifX, ~ Bernuli(3). Hence the capacity region of this MAC is given
by Fig. 4.
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1-H(Z)

1 - H(Z)

Fig. 3. The capacity region of Example (1).

Gaussian MAC

Two sendersX; and X,, communicate to the single receivéf, The received signal at timeis
Yi=X1,+ X0+ Z;.

Where{Z;} ~ Norm(0,c?) and i.i.d. each. We also assume the power const#girgn senderj; that is,

for each sender, for all messages, we must have

1 &<
_ . N < P
nzx” (w;) < Pj,
=1
w; € {1,2,...,2"M} j =1,2.

We can extend the proof for the discrete multiple-acceseraidao the Gaussian multiple-access channel.
The converse can also be extended similarly, so the capagiyn of the Gaussian multiple-access channel

is the convex closure of allR,, Ry) satisfying,

Ry < I(X1;Y|X>), (10)
Ry < I(X2;Y|Xy), (11)
R+ Ry <I(X1,X2;Y), (12)

for some input distributiory (z;) f (z») satisfying EX,?> < P, and EX5* < P;.

Now, we can expand the mutual information in terms of diffeia@ entropy, and thus

Ry <I(X1;Y|X5,Q)
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= h(Y|X2,Q) — h(Y|X1, X2,Q)
W h(Xy + Z|X2,Q) — h(Z)

< h(X1+ Z|X2) — W(Z)

< X1+ 2Z)-hZ)

() 1 oy 1 9
< 5 log 2mwe(Py 4 0%) 5 log 2meo

1
=3 log(1+ SNRy).
where
(a) follows from the fact that:(Y| X1, X2, Q) = h(Z).

(b) follows from the fact that the maximum differential entrofy X, + Z is 1 log 2me (P1 + o2).

and we denoted NR; = 1.

o2

Similarly,

1
Ry < 5 10g(1 + SNRQ),
and

Ry + Ry < I(Y; X1, X2|Q) (13)
— W(YIQ) — h(2)

1
< = log2me(P; + Py + 0?) — 5 log 2mec?

1
2
1
5 10g(1 + SNRl + SNRQ)

Exercise 1Show that if X; ~ Norm(0,01) and Xo ~ Norm(0, 1) then we have equality in (13).

Now we shall prove the converse of theorem 1:

Given a sequence @R"%1 2"F2 n) codes s.tP™ — 0, we will show that there exist a joint distribution
p(@)p(1lg)p(e2lq) st
Ry < I(X1;Y[X2,Q),
Ry < I(X2;Y[X1,Q),
Ry + Ry < I(X1, X;Y|Q).

Proof: Given a sequence of cod«é%”Rl , 2”R2,n) and a probability of error such th&(") — 0 as

n — oo. Fix a code with ratd Ry, R2) and a probability of erroP™. Fix n. Consider the given code
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of block length n. The joint distribution oM, x Mgy x X" X X" x Y™ is

n

, , 1 1 )
p(mi,ma, x1", 22", y") = onfr gnRs P (z1"m1) p (22" |m2) Hp (Yilz1,i, z2,i) (14)

i=1
wherep (z1™|m1) is eitherl or 0, depending on whether;™ = z1™ (m,), the codeword corresponding

to mq, or not, and similarly fop (z2™|ms2). The follow are calculated with respect to this distribatio

nRy = H(M)=H(M/|X,")
=  H(M|Xy") — H(M;|X2", Y™) + H(M;| X", Y™)
= I(Y™; M| Xo™) + H(M; | X", Y™)

H(Y™|X,™) — HY™|X,™, M) + ney,

= HY"|[X2") - HY"[X2", X1", M1) + nen

=2 HY"|X,") — HY"| X", X1™) + ney

= H(Yn|X2n) 7ZH(E|X2J,X171‘)+R€”

i=1

n n
STHYY ™ Xo") =Y H(Yil X2, X1.4) + nen

i=1 i=1

< ZH(YHXQJ-) - ZH(YE|X2,1'7X1,1') + nen
i=1 i=1
n

= ) I(Yi; X1l X2.) 4 nen, (15)
i=1

where
(a) follows from Fano’s inequality and we denoteg = % + RlPe(").
(b) follows from the Markov chaimf; — (X1, X2:) — Y.

(c) follows from the memoryless and no feedback property of tenael.

Similar calculation leads us to

n
nky = ZI(Y'L'; X3,i| X1,i) + nen, (16)
i=1
and
n
nRy +nRy = Z I(X1,4, X245, Y;) 4 ney, (17)
i=1

Let us defineQ to be uniform over(1,2,...,n). Let X; , be theg'" element of(X; 1, ..., X1,,), then
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X1,¢ is uniform over(X; 1, ..., X1 ). RHS of (15) becomes,

nRy < nZ; %I(YQ; X101 X2.0,Q = i) + nen (18)
=nl(Yg; X1,0|X2,0) + nen, (19)
and similarly,
nRy < nl(Yg; X2,0|X1,0) + nen, (20)
nRy +nRy < nl(X1,0, X2,0;Y0) + ney, (21)

Therefore, by takingX; = X; ¢, Xo = X5 andY = Yy we get a new random variables whose
distributions depends o in the same way as the distributions &f ;, X, ; depend oni. Moreover,
X1, (My) and Xy ; (M,) are independent sincel; and M, are independent, so givep, X; o and X5 ¢

are independent as well. Hence, by taking the lieit= % + RlPe(”) — 0 asn — oo we get

R1 < 1(Yg; X1, X2,0)s (22)

TLRQ S TLI(YQ, X27Q|X1’Q), (23)

nRiy +nky < nI(Xl,Q,XZQ;YQ). (24)

for some choice of joint distributiop (¢) p (z1|q) p (z2]q) p (y|x1, x2). |

Il. METHOD OF TYPES(LARGE DEVIATION)

Assume that, Bernuli experiments are being done with probabifity- (%, %). What is the probability
that for largen the result will be distributed = (0.2,0.8)?
We will see that the answer to that is approximatty*P®lla)

For a sequencX™ over X we define:

Definition 3 The type P, is the relative proportion of occurrences of each symbolofi.e. P,» =
N(a|X™)/n for all a € X, whereN (a|z™) is the number of times the symbaloccurs in the sequence
e Xm).

We will also use the notatior?,« (a) = w Thus, ifz" = 00110 thenP,» (0) = £ andP» = (2, 2).

Definition 4 Let P,, denote theset of types with denominator n.

For example, if¥ = {0, 1}, the set of possible types with denominatois

P = {(P(O),P(l)) : (% %) : (% "n1> (% %)} (25)
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Lemma 1 An upper bound fotP,|:

1P| < (n+1)1¥ (26)

Proof: There argX'| components in the vector that specifigs.. The numerator in each component

can take on only: 4 1 values. So there are at mast + 1)/*! choices for the type vector. ]

Definition 5 let P € P,,. Thetype class of P, denoted byT'(P), is the set of sequences of length n with
type P. l.e,

T(P) = (2" € X™ : Ppn = P). (27)

LemmaZ2Llet {X;},,, be an iid sequence distributed according to a distribu@z). Let 2" be a

specific sequence of type, thenQ"(z") = 2-"H(P)+D(PIIQ),

Proof:

Since{X;},,, are i.i.d,

Q"(2") =[] Q). (28)
=1
Now consider
log Q" (2") = Y log Q(:) (29)
=1
3™ N(ala")log Q(a) (30)
aceX
Y03 Pon(a)log Q(a) (31)
acX
=n Z P,n(a)log PQf?i) - Pyn(a) (32)
acX z
=n(—H(P) - D(P||Q)), (33)

where
(a) follows because each € X contributes exactlyog Q(a) times it's number of occurences il to
the sum in (29).

(b) follows from the definition ofP,~ (a).

Hence we obtained

Q" (z") = 2~ H(PI+D(PIQ) (34)
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