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Multi-use Information Theory December 21st, 2009

Lecture 10

Lecturer: Haim Permuter Scribe: 1ddo Naiss

|. COVERING LEMMA

27LR

Lemma 1 (Covering lemmalet X™ be i.i.d random vector Px, and let{y™(i)}7_; be a set of r.w™.

on R

For a joint distributionPx y, if R > I(X;Y) then there exists sets ¢§"(i)}7_; S.t.-
Pr{Vi(z",y" (i) ¢ T(X,Y))} — 0.
For the proof of the lemma, we use the following lemma:
Lemma2[1, CH10]If0<y < 1lthen(l—y)" <e V"
Proof: Let f(y) =e ¥ —1+4y. Thenf(0) =0 and f'(y) = —e ¥+ 1 > 0 for y > 0, and hence
fly) >0 fory > 0. Thus for0 < y < 1, we havel — y < e~ ¥, and raising this to theth power, we

obtain

(1—y)" <e .

Now we can give the proof for the covering lemma:
Proof: Let us generatg™ by drawing i.i.d~ Py-.

Let us fix4, and so, from the strong typicality, we have:

Pr{(2",y"(i) € T"(X,Y))} = 2 I(X¥)£e)

27n(I(X;Y)+e) < Pr{(x”,y"(z) c TEn(X, Y))} < 27n(I(X;Y):te)'
Now, we can conclude:

Pr(vi: (a"y"(0) ¢ T/ (X.Y))} & J[Pr{(a"y"(0) ¢ T/ (X.¥))}

H (1 _ 2—7L(I(X;Y)ie))

i

_ (1 . 27n(I(X;Y):I:e))2"R

() n(R—I(X;Y)—e)
< e 2 )

— )

where
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(a) follows from the fact that the probabilities are indegent,
(b) follows from the strongly typical set properties,

(c) follows from lemma 2.

And finally, if R > I(X;Y) + ¢ we have

Pr{Vi: (a",y" (i) ¢ TI(X,Y))} — 0.

Il. WRITING ON DIRTY PAPER

We consider the Gaussian Gelfand-Pinsker channel, whestélte is known at the Encoder:

The name of the setting is due to its qualities-when the $tak@own at the encoder, and acts like noise

X"—> Encoder +) + > Decoder —>Y"
Sn

Fig. 1. Writing on dirty paper channel

in the channel itself, thus it can be referred as writing onirty gpaper, a name which was given by T.
Cover.

LetY = X + S + Z, where the stateS is known to the encoder non-causally, afid~ N (0, ¢?2) i.i.d,
Zi~ N(0,0%), 2 X1 B(X2) < P.

What is the capacity of this setting?

Lemma 3 (Capacity of-writing on dirty paper chann&lr the setting above, the capacity is
1 P
C= §1og(1+ ;)

z

Proof: Notice, that when the state is known at the decoder and endbaa
P
).

L 1
Cc* = 3 log (1+ o)
We will attempt to show achievability fo€*, and thus show that this is the capacity for this channel as

z

well.
Let us usel/ = aS + X, and letX ~ N(0, P), then:

[(U;Y)—I(U;S) = hU)—hU|Y) - h(U)+ h(U|S)
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= h(U|S) = h(UY). 1)

Now, let us consider each expression:

Observe thaty(U|S) = h(X) = log (2meP).

Also, h(U[Y) = h(U,Y) — h(Y), whenh(Y) = §log (2mec?), wheno?Z = P + o3 + o2.
Further,h(U,Y) = £ log (2me)?|Ky,y|, and to computéKyy | we need:

02 =a%0? + P, andcov(U,Y) = 202 + P

Now, we can have:

2

|Kyyl = U,jau — cov(u, y)2

= (P+ol+ol)(a’0] + P) - (207 + P)*

= PO&QO'E +P?% 4+ 0420'3 + O'EP + 0420303 + 0§P - pP?- 40§P — 403

= Poj(a—1)*+0Z(P+a%073) 2

2 2
Therefore we obtainkR = %1og pgz(ali(gjféztiﬁazgz)- To find the maximum for the expression, we

can differentiate ovetv. We know thatlog is a monotone function, and so we look for minimum in the

denominator. By differentiating the denominator owewe obtain-
2Pc%(a — 1) — 2020%a = 0,
and therefore

P
P+o02

o =

Now, we obtain:

2 2
R — %log Jf(PJrJZ +03) -
Polmroy + (P + oty
1 (P+ 0%+ 0%)(P+0?)?
2% 52(0202 + Po? + P2+ 2P02 | o%)
1
2

(P + 02+ 02)(P + 02)?
8 2P+ 02)(P + 02 + 02)

1 J
= §log(1+§):0.

z

Thus, we get that the capacity of the writing on dirty papearutel, isC*, the same as if there was no

state information at all. [ |

IIl. BOUNDING CARDINALITY OF AUXILIARY RANDOM VARIABLE

We say, that the support of a random variable, is the set ofegalt gets, with probability strictly larger
then zero.

The following lemma is used for bounding the support of anilary r.v. in capacity expressions:
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Lemma 4[4, CH 3] Let {f;}} be continues functions, such that = 1.k : E[f;(X)] = 4;.
Then there exists a random variab¥é with finite alphabet{x;..a;} € |X|, with probabilities{al..ak},

Zle a; =1, s.t.

Vj=1.k:Y aifi(z:) = E[f;(X)] = A;. (3)
Example 1 (MAC)We know that a rate in the capacity region is given by:

Ry = I(X1;Y[X5,Q) = Y p(g) [(XL;Y|X2,Q = q), 4)

q
Ry = I(X;Y[X1,Q) = Y p(@)[(X2Y|X1,Q = q), (5)

q
Ri+ Ry = I(X1,X2;Y[Q) = Y p()[(X1,X5;Y|Q = q). (6)

q

Thus we get 3 conditions, and by the lemma, we can@seith alphabet of cardinality 3.

Example 2 (Causal state informatiojye know that the capacity is given by:

C= max I{U;Y)= max H(Y)-HYIU).
p(u),z=Ff(u,s) p(u),z=Ff(u,s)

If so, the first condition will come from:

(1) HY|U) = 32, p(w)HY|U = u).

Also, we have:

(2) = (V) = p(y) = 22, p(u)p(ylu),

Thus the support o/ is with cardinality ag)|.
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