Multi Users information theory Semester A 2009/10

Homework Set #5

1) MAC with common information. Consider a DM-MAC Py | x, x, with three independent uniformly
distributed messages Wy € [1, ..., 2" Wy € [1,..., 2771 and W5 € [1, ..., 2"%2]. The first encoder
maps each pair (wg,w;) into a codeword x7 (wp, wy) and the second maps each pair (wg, w2) into a
codeword % (wg, ws). The decoder upon receiving y™, finds an estimate (10, w1, W) of the messages

sent. The probability of decoding error is:
Pe(n) =Pr ((Wo,Wl,Wg) # (Wo,Wl,Wg)) . (1)

Show that the capacity region for this channel is given by the set of rate triples (Rp, R1, R2) such

that
R, < I(Xy;Y|Xo,U),
Ry < I(Xy;Y|X1,U0),
Ri+ Ry < I(Xy,X9;YU),
Roy+Ri+ Ry < I(Xy1,X2;Y), 2)

for some p(u)p(x1|u)p(xz|u). You need to prove achievability and converse. (Hint: In proving the

converse you may use the identification U; = W.)

MAC with common information solution:

We show that the capacity is given by the set of rate triples (Rg, R1, R2) such that

R < I(X;Y[X2,U),

Ry < I(X%Y|Xy,0),

Ri+ Ry < I(Xy, Xo;Y|U),
Ry+Ri+ Ry < I(X1,X27Y),

for some p(u)p(z1|u)p(x2|u). Note that this set is convex and therefore there is no need for further
convexification.

Proof of achievability: Fix p(u)p(x1|u)p(z2|u). Generate 277 sequences u"(wp) according
to p(u™) = T[i,p(u;). For each sequence u" generater 2"%1 sequences 7 (wp,w)
according to p(z7u™) = [l p(z1;|u;) and 2"F2 sequences % (wp,ws) according to

p(ahu™) = [Ii, p(x2s|u;). To transmit (wo,ws,ws). the first transmitter sends z7(wg,w:)



and the second transmitter sends z% (wg, w2).
The decoder upon receiving y”, looks for the unique (u?o,u}l,w;) such that
{(u" (o), @7 (dhordr), 5 (ouia), y") € ALY

Probability or error: Assume (1,1, 1) is sent and define the events
Eiji = {(u"(i), 27 (i, ), 23 (i, k), y") € AL}

Then the probability of decoding error is:
P < P(E§),) + iz g PEBije) + 22521 P(Evj1) + gz P(Erik) + 325 00 P(Evj)-
P(FE$1;) — 0 by AEP. Now consider the third term
S PE < 2 Y pup(e e ey, ")

71 (un 2 23 ,ym) €A™

(2 on(Ry—I(X1;Y | X5,U)+7€)

where
(a) follows from the jointly typical set, when u and x5 are known.

Thus if Ry < I(X1;Y|X2,U) — 7e, the third term in the bound on pim approaches 0 as n — oo.
The fourth term follows similarly and we obtain the requirement that Ry < I(X5;Y|X1,U) — 7e.
The last term approaches 0 as n — oo if Ry + Ry < I(X1, Xo;Y|U) — 7e. Finally consider the

second term

S P(Ey) < anUotRith) > p(u™)p(a}u™)p(ay [u™)p(y™)
L3k (ur 2y ym) €A
< 2n(R0+R1+R2)2n(H(U,X1,XQ,Y)JrE)27n(H(U)75)27n(H(X1|U)725)27n(H(X2\U)725)27n(H(Y)75).

Thus if

Ry+Ri+ Ry < H(U,X1,X2,Y)—HU)—- H(X1|U)— HX3|U) - H(Y) — Te
= I(X1,X9;Y) —Te,
the second sum of the bound Prg") goes to 0 as n — oo.

Proof of converse:

First consider
an = H(Wl)
= H(W1|[Wy, Wa)

< I(W Y7 Wy, Wa) + nep,



2)

= ) I(Wi; Y[ Wo, Wa, Y1) + ney,
i=1

> H(Yi|[Wo, Wa) — H(Y;[Wo, Wi, Wa, Y1) + ne,,

<
i=1

< Y H(Yi|Xai, Wo, Wa) — H(Y| Xui, Xai, Wo, Wi, Wa, Y1) + ne,,
i=1

< ZH(K|WO;X22')_H(Y—i‘WO»XlivXZi)"i‘nen

i=1

= Y I(X1;; il Xai, Us) + ne,
i=1
where U; = Wy, so p(u;, 14, 2;) = p(u;)p(z1i|w;)p(xe;|u;). Similarly it can be shown that nRy <
Sory I( X243 Yi| X143, Ui) + nep, and n(Ry + Ro) < >0 | I(Xqi, Xoi; Y3 |Us) + nep,.
It is also easy to show that n(Ro + Ry + R2) < Y1 I(X1s, X2i;Y;) + ne,. Now, introducing a

time-sharing random variable (), we have

Ry

IN

I(X19; Yo|X2q,Uq, Q) = I(X1;Y[X2,U) + ¢,

Ry

IN

I(X20; Yo|X1q,Uq, Q) = I(X2;Y[X1,U) + ¢,
Ri+ Ry < I(XlQ,XgQ;YQ|UQ,Q)ZI(Xl,Xg;Y‘U)—I—G,
Ro+Ri+ Ry < I(XlQ,XQQ;YQ|Q):I(X17X2;Y)+€,

where U = (Ug, @), X1 = X190, X2 = Xog and Y =Y, and

p(u, v1,72,y) = p(u)p(z1|u)p(w2|u)p(ylz, 22).

Strong e-typicality. Achievability proofs involving covering, e.g., for the rate distortion theorem,
require that we find a good lower bound on the probability that one specific typical sequence x"
is jointly typical with a randomly drawn sequence Y ™. Using strong typicality, the desired lower
bound can be established. Let (X;,Y;) be drawn i.i.d. ~ P(z,y) and assume that the cardinalities
X, Y are finite. Let the marginals of X and Y be P(x) and P(y), respectively (you may use ideas
and results from methods of types to solve the exercise). We use in this exercise a specific notation

d(e) that implies that d(e) — 0 as € — 0.

a) Show that if z" € T (X), then
p(xn) - 2n(H(X)i5(e)). (3)
b) Show that Pr(X™ € T\ (X)) = 1, as n — oc.

¢) Show that



d) Let 2" € T\ (X), and let T\")(Y|z") be the set of y" sequences such that (z",y") €
T\ (X,Y). Show that

e) Let z" € TE(”)(X), and Y be drawn independently of z™ i.i.d. ~ P(y). Show that
Pr(z", Y™ € T(M(X,Y)| = 2n (X%, (6)

(Note that in (d) and (e) the bounds do not depend on z™.)

Strong e-typicality solution:

a) We recall that T"(X) = {a" : |Pen(a) — px(a)| < €,px(a) =0 = Pyn(a) = 0}.

log is a continues function thus |z — y| < € — [log(z) —log(y)| = [log {| < d(¢), and so we
obtain-
D(Pxllp@) = Y Pxolog
= p(z)
(a)
zeEX
= |X|6(e) =6
where

(a) follows from the continuity of the log function, as explained above.

From method of types, we have- Q" (") = 2-(P®lla)+HP) thus for 2™ € T(X), we have-

p(a™) = 9= (D (Pen|lp(@)+H(X)) > g-n(H(X)+e)
It is also clear that-
p<mn) < 2—n(H(X)—e)7

thus we obtain p(z") = 2~ (H(X)*xe),

b) We consider-
1-Pr(z" €eTMX)) = Pr(z" ¢ T X))

= > p(a")
p(@):D(Pon [[p(2) >

N Z 27n(H(X)+e)

p(x™):D(Pyn ||p(x))>e
< |pn|2—n(H(X)+e)

(n+ 1)¥ g n(H(X)+o)



—  9n(H(X)te— 0t ix)) _ o

where
(a) follows from strong e typicality.
(b) follows from the fact that there are, as an upper bound, (n + 1)‘){ | types.
Thus we obtain Pr(z" € T/*(X)) — 1 as n — 0.
c) Using the result from (b) we have-

Pr@" e TM(X)) = Y pla")
€T (X)

- Z 27n(H(X)ie)
2 €17 (X)

T2 (X)),

Note that if lima,, =1 = a,, = 1, thus-
1 = Pr(z" e TI'(X))
=TI (X) 2 0%,

Thus we obtain |7 (X )| = 2~ (H(X)Ee),
d) Let 2™ € T/'(X), and y™ is drawn~ p(y;|z;), thus (z;,y;) is drawn ii.d pxy, and from (a)
we have Pr((z",y™) € T/(X,Y)) — 1. Thus-

1 = Pr((a"y") e TMX,Y))

WS () €TV ]aM))

aneTH(X)

L S pamym)

n GTE'H, (X) yn GT!L (Y‘.’L‘”’)

- Z 27H(H(X,Y):|:E)
zn €TH(X) yneTr(Y|a™)

= ) (T am)2 HEEE
neTr(X)

= |T(X)|| T (Y |g™) |2 H XY )Ee)

- |T€n<Y|xn)|2—n(H(X,Y)—H(X):|:e)

where

(a) follows from the definition of T*(X,Y).
(b) follows from the definition of T7*(Y|z™).



(c) follows from the fact that (z™,y™) € T*(X,Y).
Thus we obtain |77 (Y |z™)| = 2nHXY)=H(X)ke) — gn(HY|X)+e)

e) Now we have z™ € T/*(X), Y™ ~ p(y) i.i.d, independent of z™.

n n n (a) n
Pr((z",Y") e TMX,Y)) = > ply")
yreTr(Y|z™)

- Z 9—n(H(Y)%e)

yrEeTH(Ya™)
= T 2O

9—n(H(Y)te—H(Y|X)*e')

27n(I(X;Y)ie) )

where

(a) follows from the definition of 77" (Y |2™).
(b) follows from the fact that y™ € T*(Y).



