Multi-user information theory Semester A 2009/10

Homework Set #1
Entropy rate of stationary processes,
directed information and causal conditioning

1. Monotonicity of entropy per element.
For a stationary stochastic process Xy, X, ..., X, show that

(a)
H(X1, Xa, . Xa) _ H(X1, X, Xo)

n n—1

(b)
H(X1, Xo, ..., X,)

n

> H(X,| Xno1s- .., X1).

2. Pairunse independence. Let X, Xs,..., X, 1 be i.i.d. random vari-

ables taking values in {0,1}, with Pr{X; = 1} = 1 . Let X,, = 1 if

S X, is odd and X, = 0 otherwise. Let n > 3.

=1
(a) Show that X; and X, are independent, for¢ # j,i,j € {1,2,...,n}.
(b) Find H(X;, X;), for i # j.

(c¢) Find H(Xy, X, ..., X,). Is this equal to nH (X;)?

3. Cesaro mean. Prove that if lima, = a and b, = %Z?:l a;, then
limb,, = a.
4. Stationary processes. Let ..., X 1, Xo, X1, ... be a stationary (not nec-

essarily Markov) stochastic process. Which of the following statements
are true? State true or false. Then either prove or provide a counterex-
ample. Warning: At least one answer is false.

(a> H(Xn‘XO) = H(X*n‘XO) .
(b) H(Xn|Xo) > H(X,-1]Xo0) -

(¢) H(X,| X', X,41) is nonincreasing in n.



5. Directed Information and causal conditioning Directed information is
denoted as I(X"™ — Y™) and is defined as

(X" = Y™ &Y I(X5Yy .

=1

Causal conditioning is denoted as p(y"||z"~¢) and is defined as

n

p(y" [l & T plyily'™, %)
=1

a. Prove that
1. yllxn
p(Y™)
ii.
p(y" ") = p(y"lla")p"|ly" ),
iii.
(X" = Y™) >0
and equals zero if and only if p(y"||z") = p(y™)
iv.
I(X™Y™) = [(X" = Y™ +I0Y" ! — X™),
where the term , Y"1, denotes the concatenation of 0 (Null)
to the sequence YV ie. (0,Y],Ys,...Y, ).

b. Prove that in general
I(X" =YY" <I(X™%Y")

and equality holds if and only if p(z"||y"~ 1) = p(z").

c. Suggest (without proof) properties of directed information and
causal conditioning. Notice that every property that holds for
directed information should also hold for mutual information. A
student who suggests a nontrivial property for directed informa-
tion or causal conditioning that was not mention by any other
student and not mentioned in the literature will receive 20 points
bonus for the HW assignment.



