
Homework set - Neural networks - Part 2

September 16, 2018

Guidelines

• For the use of this assignment we use the MNIST dataset1.

• The solution for this homework is to be posted as a .pdf file.

• You may choose the programming language you prefer for the implementations (excluding packages that
enable auto-differentiation, e.g tensorflow, keras etc.).

• All plots must have named axis, grids and title. If more than one plot is on the same figure, provide legend.

• Use your best model from previous homework (Neural networks - Part 1) as a baseline model.

1 Introduction

In this homework, we survey regularization methods of neural networks. The goal of the regularization is to restrict
the model during training in order to achieve lower generalization error (less over-fitting).

2 Self-Reading

Read and solve the exercises in chapter 3 at Michael Neilsen e-book at the following link.

3 Regularize your best model

In this section you should implement at least three from the following regularization methods over your best

model from the previous homework. It is very recommended to add more regularization methods (which are not
on the list) that you wish to try.

1. L1, L2 regularization[1].

2. Dropout[2].

3. Batch normalization[3].

4. Confidence-penalty/label-smoothing[4]

5. Activation regularization[5]

1The MNIST dataset could be downloaded from this link

1

http://neuralnetworksanddeeplearning.com/chap3.html
http://yann.lecun.com/exdb/mnist/


Submission

The work in this assignment should be summarized into a pdf document, where you present the exercises from
Michael Nielsen book and the results from section 3. Please provide results over your regularized models and
compare it to your base model from previous homework. The results should be presented as follows:

1. Present the code of the regularization methods you chose.

2. Document your best model as requested in part 1 of this assignment.

3. Present an ablation analysis of the regularization methods of your best model. That is, compare your best
model accuracy and negative-log-loss with an ablated version of your model. E.g, if your best model was
regularized with L1 regularization, dropout and batch normalization, you should compare it to a model that
uses L1 regularization and dropout, a model with L1 regularization and batch normalization and a model
with dropout and batch normalization.

Moreover, think of visualizations that you could use to give sense of your model’s behavior. You can use ideas
from this link.

GOOD LUCK!!!
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https://github.com/cs231n/cs231n.github.io/blob/master/understanding-cnn.md
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