
Homework Set #1
Properties of Entropy, Mutual Information and Divergence

1. Entropy of functions of a random variable.
Let X be a discrete random variable. Show that the entropy of a
function of X is less than or equal to the entropy of X by justifying
the following steps:

H(X, g(X))
(a)
= H(X) +H(g(X)|X)

(b)
= H(X).

H(X, g(X))
(c)
= H(g(X)) +H(X|g(X))

(d)

≥ H(g(X)).

Thus H(g(X)) ≤ H(X).

2. Example of joint entropy.
Let p(x, y) be given by

Y

X 0 1

0 1
3

1
3

1 0 1
3

Find

(a) H(X), H(Y ).

(b) H(X|Y ), H(Y |X).

(c) H(X, Y ).

(d) H(Y )−H(Y |X).

(e) I(X;Y ).

3. Bytes.
The entropy, Ha(X) = −

∑

p(x) loga p(x) is expressed in bits if the
logarithm is to the base 2 and in bytes if the logarithm is to the base
256. What is the relationship of H2(X) to H256(X)?
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4. Two looks.
Here is a statement about pairwise independence and joint indepen-
dence. Let X, Y1, and Y2 be binary random variables. If I(X;Y1) = 0
and I(X;Y2) = 0, does it follow that I(X;Y1, Y2) = 0?

(a) Yes or no?

(b) Prove or provide a counterexample.

(c) If I(X;Y1) = 0 and I(X;Y2) = 0 in the above problem, does it
follow that I(Y1;Y2) = 0? In other words, if Y1 is independent of
X, and if Y2 is independent of X, is it true that Y1 and Y2 are
independent?

5. A measure of correlation.
Let X1 and X2 be identically distributed, but not necessarily indepen-
dent. Let

ρ = 1−
H(X2|X1)

H(X1)
.

(a) Show ρ = I(X1;X2)
H(X1)

. (There is no typo in the definition of ρ)

(b) Show 0 ≤ ρ ≤ 1.

(c) When is ρ = 0?

(d) When is ρ = 1?

6. The value of a question.
Let X ∼ p(x), x = 1, 2, . . . ,m.

We are given a set S ⊆ {1, 2, . . . ,m}. We ask whether X ∈ S and
receive the answer

Y =

{

1, if X ∈ S

0, if X 6∈ S.

Suppose Pr{X ∈ S} = α.

(a) Find the decrease in uncertainty H(X)−H(X|Y ).

(b) Is the set S with a given probability α is as good as any other
S ′ 6= S with Pr{X ∈ S ′} = α?
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7. Relative entropy is not symmetric
Let the random variable X have three possible outcomes {a, b, c}. Con-
sider two distributions on this random variable

Symbol p(x) q(x)
a 1/2 1/3
b 1/4 1/3
c 1/4 1/3

Calculate H(p), H(q), D(p ‖ q) and D(q ‖ p).

Verify that in this case D(p ‖ q) 6= D(q ‖ p).

8. “True or False” questions

Copy each relation and write true or false. Then, if it’s true, prove it.
If it is false give a counterexample or prove that the opposite is true.

(a) H(X) ≥ H(X|Y )

(b) H(X) +H(Y ) ≤ H(X, Y )

(c) Let X, Y be two independent random variables. Then

H(X − Y ) ≥ H(X).

(d) Let X, Y, Z be three random variables that satisfies H(X, Y ) =
H(X) +H(Y ) and H(Y, Z) = H(Z) +H(Y ). Then the following
holds

H(X, Y, Z) = H(X) +H(Y ) +H(Z).

(e) For any X, Y, Z and the deterministic function f, g I(X;Y |Z) =
I(X, f(X, Y );Y, g(Y, Z)|Z).

9. Entropy of 3 pairwise independent random variables

LetW,X, Y be 3 random variables distributed each Bernoulli (0.5) that
are pairwise independent, i.e., I(W ;X) = I(X;Y ) = I(W ;Y ) = 0.

(a) What is the maximum possible value of H(W,X, Y )?

(b) What is the condition under which this maximum is achieved?

(c) What is the minimum possible value of H(W,X, Y )?
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(d) Give a specific example achieving this minimum.

10. Joint Entropy Consider n different discrete random variables, named
X1, X2, ..., Xn. Each random variable separately has an entropy H(Xi),
for 1 ≤ i ≤ n.

(a) What is the upper bound on the joint entropy H(X1, X2, ..., Xn)
of all these random variables X1, X2, ..., Xn given that H(Xi), for
1 ≤ i ≤ n are fixed?

(b) Under what conditions will this upper bound be reached?

(c) What is the lower bound on the joint entropy H(X1, X2, ..., Xn)
of all these random variables?

(d) Under what condition will this upper bound be reached?

11. More question of True or False

Let X, Y, Z be discrete random variable. Copy each relation and write
true or false. If it’s true, prove it. If it is false give a counterexample
or prove that the opposite is true.

For instance:

• H(X) ≥ H(X|Y ) is true. Proof: In the class we showed that
I(X;Y ) > 0, hence H(X)−H(X|Y ) > 0.

• H(X) +H(Y ) ≤ H(X, Y ) is false. Actually the opposite is true,
i.e., H(X) +H(Y ) ≥ H(X, Y ) since I(X;Y ) = H(X) +H(Y ) −
H(X, Y ) ≥ 0.

(a) If H(X|Y ) = H(X) then X and Y are independent.

(b) For any two probability mass functions (pmf) P,Q,

D

(

P +Q

2
||Q

)

≤
1

2
D(P ||Q),

where D(||) is a divergence between two pmfs.

(c) Let X and Y be two independent random variables. Then

H(X + Y ) ≥ H(X).
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(d) I(X;Y )− I(X;Y |Z) ≤ H(Z)

(e) If f(x, y) is a convex function in the pair (x, y), then for a fixed
y, f(x, y) is convex in x, and for a fixed x, f(x, y) is convex in y.

(f) If for a fixed y the function f(x, y) is a convex function in x ,
and for a fixed x, f(x, y) is convex function in y, then f(x, y)
is convex in the pair (x, y). (Examples of such functions are
f(x, y) = f1(x) + f2(y) or f(x, y) = f1(x)f2(y) where f1(x) and
f2(y) are convex.)

(g) Let X, Y, Z,W satisfy the Markov chain X−Y −Z and Y −Z−W.

Does the MarkovX−Y −Z−W hold? (The MarkovX−Y −Z−W

means that P (x|y, z, w) = P (x|y) and P (x, y|z, w) = P (x, y|z).)

(h) H(X|Z) is concave in PX|Z for fixed PZ .

12. Random questions.
One wishes to identify a random object X ∼ p(x). A question Q ∼ r(q)
is asked at random according to r(q). This results in a deterministic
answer A = A(x, q) ∈ {a1, a2, . . .}. Suppose the object X and the
question Q are independent. Then I(X;Q,A) is the uncertainty in X

removed by the question-answer (Q,A).

(a) Show I(X;Q,A) = H(A|Q). Interpret.

(b) Now suppose that two i.i.d. questions Q1, Q2 ∼ r(q) are asked,
eliciting answers A1 and A2. Show that two questions are less
valuable than twice the value of a single question in the sense
that I(X;Q1, A1, Q2, A2) ≤ 2I(X;Q1, A1).

13. Entropy bounds.
Let X ∼ p(x), where x takes values in an alphabet X of size m. The
entropy H(X) is given by

H(X) ≡ −
∑

x∈X p(x) log p(x)
= Ep log

1
p(X)

.

Use Jensen’s inequality (Ef(X) ≤ f(EX), if f is concave) to show

(a) H(X)≤ logEp
1

p(X)

=logm.
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(b) −H(X) ≤ log(
∑

x∈X p2(x)), thus establishing a lower bound on
H(X).

(c) Evaluate the upper and lower bounds on H(X) when p(x) is uni-
form.

(d) LetX1, X2 be two independent drawings ofX. Find Pr{X1 = X2}
and show Pr{X1 = X2} ≥ 2−H .

14. Bottleneck.
Suppose a (non-stationary) Markov chain starts in one of n states, necks
down to k < n states, and then fans back to m > k states. Thus X1 →
X2 → X3, X1 ∈ {1, 2, . . . , n}, X2 ∈ {1, 2, . . . , k}, X3 ∈ {1, 2, . . . ,m},
and p(x1, x2, x3) = p(x1)p(x2|x1)p(x3|x2).

(a) Show that the dependence of X1 and X3 is limited by the bottle-
neck by proving that I(X1;X3) ≤ log k.

(b) Evaluate I(X1;X3) for k = 1, and conclude that no dependence
can survive such a bottleneck.

15. Convexity of Halfspaces, hyperplanes and polyhedron

Let x be a real vector of finite dimension n, i.e., x ∈ R
n. A halfspace

is the set of all x ∈ R
n that satisfies aTx ≤ b, where a 6= 0. In other

words a halfspace is the set

{x ∈ R
n : aTx ≤ b}.

A hyperplan is the set of the form

{x ∈ R
n : aTx = b}.

(a) Show that a halfspace and a hyperplan are convex sets.

(b) show that for any two setsA and B that are convex the intersection
A
⋂

B is also convex.

(c) A polyhedron is an intersection of halfspaces and a hyperplans.
Deduce that a polyhedron is a convex set.
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(d) A probability vector x is such that each element is positive and
it sums to 1. Is the set of all vector probabilities of dimension n

(called the probability simplex) a halfspace, hyperplan or polyhe-
dron?

16. Some sets of probability distributions.

Let X be a real-valued random variable with Pr(X = ai) = pi, i =
1, ..., n, where a1 < a2 < . . . < an. Let p denote the vector p1, p2, ..., pn.
Of course p ∈ R

n lies in the standard probablility simplex. Which of
the follwing conditions are convex in p? (That is, for which of the fol-
lowing conditions is the set of p ∈ P that satisfy the condition convex?)

(a) α ≤ E[f(X)] ≤ β,where E[f(X)] is the expected value of f(X),
i.e. E[f(x)] =

∑n

i=1 pif(ai) (The function f : R 7→ R is given.)

(b) Pr(X > α) ≤ β

(c) E[|X3|] ≤ αE[|X|].

(d) var(X) ≤ α, where var(X) = E(X − EX)2 is the variance of X.

(e) E[X2] ≤ α

(f) E[X2] ≥ α

17. Perspective transformation preserve convexity Let f(x), f :
R → R, be a convex function.

(a) Show that the function

tf(
x

t
), (1)

is a convex function in the pair (x, t) for t > 0. (The function
tf(x

t
) is called perspective transformation of f(x).)

(b) Is the preservation true for concave functions too?

(c) Use this property to prove that D(P ||Q) is a convex function in
(P,Q).

18. Coin Tosses
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Consider the next joint distribution: X is the number of coin tosses
until the first head appears and Y is the number of coin tosses until the
second head appears. The probability for a head is q, and the tosses
are independent.

a. Compute the distribution of X, p(x), the distribution of Y , p(y),
and the conditional distributions p(y|x) and p(x|y).

b. Compute H(X), H(Y |X), H(X, Y ). Each term should not in-
clude a series. Hint: Is H(Y |X) = H(Y −X|X)?

c. Compute H(Y ), H(X|Y ), and I(X;Y ). If necessary, answers may
include a series.

19. Inequalities Copy each relation to your notebook and write ≤, ≥ or
=, prove it.

(a) LetX be a discrete random variable. Compare 1
2H(X) vs. maxx p(x).

(b) Let Hb(a) denote the binary entropy for a ∈ [0, 1] and Hter is the
ternary entropy i.e. Hter(a, b, c) = −a log a−b log b−c log c, where
p1, p2, p3 ∈ [0, 1], and p1 + p2 + p3 = 1.
Compare Hter(ab, ab̄, ā) vs Hb(a) + āHb(b).

20. True or False of a constrained inequality:

Given are three discrete random variablesX, Y, Z that satisfyH(Y |X,Z) =
0.

(a) Copy the next relation to your notebook and write true or false.

I(X;Y ) ≥ H(Y )−H(Z)

(b) What are the conditions for which the equality I(X;Y ) = H(Y )−
H(Z) holds.

(c) Assume that the conditions for I(X;Y ) = H(Y )−H(Z) are sat-
isfied. Is it true that there exists a function such that Z = g(Y )?

21. True or False of: Copy each relation to your notebook and write true
or false. If true, prove the statement, and if not provide a counterex-
ample.
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(a) Let X − Y −Z −W be a Markov chain, then the following holds:

I(X;W ) ≤ I(Y ;Z).

(b) For two probability distributions, pXY and qXY , that are defined
on X × Y , the following holds:

D(pXY ||qXY ) ≥ D(pX ||qX).

(c) If X and Y are dependent and also Y and Z are dependent, then
X and Z are dependent.

22. Cross entropy:
Often in Machine learning, cross entropy is used to measure perfor-
mance of a classifier model such as neural network. Cross entropy is
defined for two PMFs PX and QX as

H(PX , QX)
△
= −

∑

x∈X

PX(x) logQX(x).

In a shorter notation we write as

H(P,Q)
△
= −

∑

x∈X

P (x) logQ(x).

Copy each of the following relations to your notebook and write true
or false and provide a proof/disproof.

(a) 0 ≤ H(P,Q) ≤ log |X | for all P,Q.

(b) minQ H(P,Q) = H(P, P ) for all P .

(c) H(P,Q) is concave in the pair (P,Q).

(d) H(P,Q) is convex in the pair (P,Q).

23. Properties of mutual information: A joint distribution is given by
P (x, θ, y) = P (x)P (θ)P (y|x, θ). Answer the following three questions:

(a) True/False: Is it true that there is a Markov chain X − Y − θ?
Prove or provide a counter example.
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(b) Inequalities: Fill (and prove) one of the relations ≤,=,≥ be-
tween the following expressions :

I(X;Y ) ??? I(X;Y |θ).

(c) Convex/Concave: Determine whether the mutual information,
I(X1;X2) is convex OR concave function of P (x2|x1) for a fixed
P (x1). Hint: You can use your answers from the previous
questions.

24. Entropy rate The concept of entropy for a stochastic process {Xi} can
be expressed using the entropy rate. This is defined by the following
equation, provided that the limit exists:

H(X ) = lim
n→∞

1

n
H(X1, X2, ..., Xn). (2)

Consider a typewriter with an m-letter keyboard. Each letter is dis-
tributed i.i.d with equal probability.

(a) Compute the total number of possible sequences that are n letters
long.

(b) Determine the entropy rate of this typing process.

25. Entropy Rate for Stationary process - A stochastic process {Xt}
is said to be stationary if for every n, for all t1, t2, ..., tn and for all h,
the joint probability distribution function p(Xt1 , Xt2 , ..., Xtn) is equal
to p(Xt1+h, Xt2+h, ..., Xtn+h), i.e., the joint probability distribution is
invariant under time shifts.

For a stationary process, answer the following:

(a) (True / False) Does the following equality holds? Explain.

H(Xt|X1, X2, ..., Xt−1) = H(Xt+i|X1+iX2+i, ..., Xt−1+i), ∀i, t ∈ Z.

(b) (True / False) Does the following claim correct? Explain.

H(Xn+1|X1, ..., Xn) ≥ H(Xn|X1, ..., Xn−1)

(c) Does the series an = H(Xn|X1, ..., Xn−1) exhibit monotonicity?
If so, what type of monotonicity?
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(d) (True / False) The series an converge?

(e) Prove that H(X ) = limn→∞H(Xn|Xn−1, ...X1). Utilize the Ce-
saro Mean theorem: If an → a and bn = 1

n

∑n

i=1 ai, then bn → a.
(Don’t forget to show that the series {ai} converges!)

26. Uncertainty about true distribution: Consider a source U with
alphabet U = {a1, . . . am} and suppose we know that the true distribu-
tion of U is either P1 or P2, but we are not sure which.

(a) True/False: There is a prefix code where the length of the code-

word associated to ai is li =
⌈

log2

(

2
P1(ai)+P2(ai)

)⌉

.

(b) Show that the average (computed using the true distribution)
length l̄ of the code constructed in item (a) satisfies H(U) ≤ l̄ ≤
H(U) + 2.

(c) Now assume that the true distribution of U is one of k distributions
P1, . . . , Pk, but we don’t know which. Show that there exists a
prefix code satisfying H(U) ≤ l̄ ≤ H(U) + log2(k) + 1.

27. Transfer Entropy: Define the Transfer Entropy

TE
(k)
X→Y(t) = I

(

Yt;X
(k)
t−1

∣

∣Y
(k)
t−1

)

, (3)

where X
(k)
t := (Xt, Xt−1, ..., Xt−k+1) is a notation for length-k history

of a variable X up to time t.

Let {Xt} and {Yt} be stationary and first-order Markov processes tak-
ing values from the binary alphabet:

• Process {Xt} has a deterministic transitions from 0 to 1 or 1 to 0
each time step, i.e.

P (Xt|Y
t−1, X t−1) = P (Xt|Xt−1),

P (Xt = x|Xt−1 = x⊕ 1) = 1, (4)

where P (X0) ∼ Bern
(

1
2

)

.
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• Process {Yt} is a noisy observation of the last time step of {Xt}.
Assume α 6= 1

2
and 0 < α < 1,

P (Yt|Y
t−1, X t−1) = P (Yt|Xt−1), ,

P (Yt = y|Xt−1 = x) =

{

1− α if y = x

α if y 6= x
. (5)

Reminder: A stochastic process {Xt} is said to be stationary if for
every t1, t2 and h, the joint probability distribution function P (Xt1 , Xt1+1, ..., Xt1+h)
is equal to P (Xt2 , Xt2+1, ..., Xt2+h), i.e., the joint probability distribu-
tion is invariant under time shifts.

(a) True / False The described joint process {Xt, Yt} is stationary.
Explain your answer.

(b) True / False P (Yt = y,Xt−1 = x) 6= P (Xt = x, Yt−1 = y).

(c) Calculate the Mutual Information between Yt andXt−1, i.e. I(Yt;Xt−1).
Hint: Consider to use the fact that Yt = Xt−1⊕Zt−1, where {Zt}
are i.i.d. Bern(α).

(d) True / False I(Yt;Xt−1) = I(Xt;Yt−1).

(e) Show that the Transfer Entropy for X → Y with lag k = 1 is

non-zero, i.e., TE
(1)
X→Y(t) = I

(

Yt;Xt−1

∣

∣Yt−1

)

> 0.
Hint: Utilize the relation Yt = Xt−1 ⊕ Zt−1, and the fact that if
Z1 ∼ Bern(α) and Z2 ∼ Bern(β), then Z1⊕Z2 ∼ Bern(α− 2αβ+
β).

(f) Calculate the Transfer Entropy for Y → X with lag k = 1, i.e.,

TE
(1)
Y→X = I

(

Xt;Yt−1

∣

∣Xt−1

)

.
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