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A. Lagrange Duality

The primary and dual functions are defined as following:

Primary:
minimize f, (x)
subject to fi(z) <0i=1,2,...,m
hij(x)=0p=1,2,...,p
Dual:

maximize g (\,v)
subject to A > 0

The Lagrangian is defined as following:

i=1 =1

The Lagrangian dual function is defined as following:

()

g(\v) = ggng (x, A\, v) = ;g} fo(x) + Zl Aifi(x) + EUihi (x)

B. Properties

1) L(x, A\, v) is convex inz, linear in A and inv .

2) g (A, v) is concave in\,v as an infimum over linear functions of v, regardless

of the convexity of the primary problem!

(1)

(2)

3)

(4)

12

3) for all A > 0, we haveg (\,v) < p*, wherep* is the optimal value of the prime

problem.
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Proof: Let z* be the argument that achieves the optimal valug*pfnamely
fo(z*) =p*, and f; (z*) <0, h; (z*) = 0. SinceX > 0 and f; (z*) < 0 we have

i} Aifi (x7) < 0. (5)
Sinceh; (+*) = 0 we have
i vih; (). (6)
So by Eq. (5) and (6) we have
Zm:)\i fi (@) + ivihi () < 0. 7)
pa P
Then,
g(\v)= inf )+ Z Nifi () + Ep: vih; () (8)

<f0 +Z)‘fz _l_ZUZZ <f0( )(i)p*

where (a) follows from (5), and(b) is by definition.
4) Since the above is true for all> 0, we have

< *
max g (Av)<p 9)

5) For convex primary problems, under the condition thatdlexists some € dom f
such thatf; (x) < 0 for all 7 (strong inequality), then:

max g (Av)=p (10)

[ |
6) Any solution of the primary problem (not necessarily th@imal value) is an upper

bound for the solution. Any solution of the dual problem isowér bound.
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C. Examples
1) Primary:
minimize x’x (12)
subject to Ax =Db
So we have
L(x,\,v) =x"x+0v" (Ax —b) (12)
a%L (,\,v) =0 = Xpin = —%AU
g (A, v) =L (Xpmin, A\, v) = —iUTAATU —ou'b
and thedual problem is:
max —iUTAATU —uT'b (13)

Since the primary problem is convex (and there are no indgguadnstraints), we

have thatmax, g (v) = miny fo (x) with the constraints satisfied.

2) Primary:
minimize ¢’ x 14
subject to Ax =b
—x<0
So we have
L(x,\v)=c'x - x+0" (Ax —Db) (15)

—vTb, I =N +0TA=0
g (A, v) =inf L (Xppin, A, v) =
* —o00, otherwise

So,

g (A, v) =max [—UTb] (16)

v
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cl = AT +0TA =0
subject to
A>0

Since \ is not a part of the maximization, we can write

g (A, v) =max [—UTb] a7

v

subject to ¢¥ +vTA =0

3) Primary:
minimize fo () (18)
Ax<b
subject to
Cx=d
So we have
L(x,\v) = fo(z)+ X' (Ax —b) + v’ (Cx —d) (19)
= inf L ;
9 (A v) o (Ximin, A, V)
We simplify g (A, v):
g(\v) = _inf [fo(z) + AT (Ax — b) + v (Cx — d)] (20)
x&dom fo
=— sup [-(NA+0"C)x— fo(x)+A"b+0"d]
z€dom fo

— —f* (=ATA +0Tc) — ATb — o"d

where f* (y) = max, [yz — f (z)] is the conjugate function.

4) Entropy maximizatiorPrimary:

minimize Z x; log x; (21)
i=1

Ax<b

subject to
17x =1
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So we have

L(x,\v) = Z zilogz; + A" (Ax —b) + v (17x — 1) (22)
=1
Taking the derivative in order to find the minmimum, we have
0
8[L‘Z‘
so that the minimal value is obtained for

L(x,\v)=logz; + 1+ Aa;+v =0 (23)

T; = e(_l_ATai_U) (24)
. Substituting this into (22) we have

g()\,U) = L szn7 Ze -1- >‘ a;— loge( 1— )\ a;— ) (25)

=1

+)‘T<Zaz 1)\a1v_b>
+ v (i e(-1-ATaiv) _ 1)
=1
S Z “1Maiu) _\Th

So the dual problem is

max[ Ze —1-XTai—v) /\Tb—U] (26)

=1

subject to A > 0

We can find the optimad analytically:

3g (A v) = i e(FXaimv) g (27)

ov :
=1

= Uopt = logz —1-Ta;)

Substituting this into the maX|m|zat|on problem, and rkegl that

Yoy e(-1-Xai—v) _ q from (27), the dual problem can be written as

max [ 1—\'b— 'Uopt} = max —1-\Tb - logz ~1-ATa;) (28)



11-6
So finally the optimization problem can be written as

max \Tb — logz —1-3Tay) (29)
subject to A >0

I. KKT CONDITIONS AND DUAL FUNCTIONS

Let (\*,v*) be the argument that achieves the maximum value of the doalgm,
denoted byl*. Letz* be the argument that achieves the maximum of the primarylgmb

denoted byp*. Assuming that strong duality holdg*(= d*), we may write

fo(a) =g (Vv = dnf N fo @)+ Y NS <x>+Zv:hi () (30)

zedom f

< folx +ZM‘; +Zv*h SESACSY

where(a) follows from (7), so that all the inequalities are equatiti@s we started with
fo (z*) and ended withf, (z*)). Is so, we have that

fol(z®) = fo (z) + Z N fy (%) + Z vih; (z¥). (31)

Theorem 1 KKT Conditions: Letz* and (\*, v*) be any primal and dual optimal points

which satisfyp* = d*. Sincez* minimizesL (\*,v*, z) over x, we must have
0=V,L(\v,x)=V,fo(x ZA*V fi (z —i—Zv*V hi ( (32)

Thus necessary conditions for and (A\*,v*) to be primal and dual optimal points are

fi(z*) <0 Vi (33)

hi (z*) =0 Vi (34)

A>0 Vi (35)

ANfi(z*) =0 Vi (36)

Vafo (z +Z>\*V fi (@ +Zv*v hi ( (37)

which are called th&arush-Kuhn-Tucker (KKT) conditions.
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If the primal problem is convex, the KKT conditions are alsdfisient for the points

to be primal and dual optimal.



