Statistical Shape Analysis of Neuroanatomical Structures via Level-Set–based Shape Morphing
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Abstract. Groupwise statistical analysis of the morphometry of brain structures plays an important role in neuroimaging studies. Nevertheless, most morphometric measurements are often limited to volume and surface area, as further morphological characterization of anatomical structures poses a significant challenge. In this paper, we present a method that allows the detection, localization, and quantification of statistically significant morphological differences in complex brain structures between populations. This is accomplished by a novel level-set framework for shape morphing and a multishape dissimilarity-measure derived by a modified version of the Hausdorff distance. The proposed method does not require explicit one-to-one point correspondences and is fast, robust, and easy to implement regardless of the topological complexity of the anatomical surface under study. The proposed model has been applied to well-defined regions of interest using both synthetic and real data sets. This includes the corpus callosum, striatum, caudate, amygdala-hippocampal complex, and superior temporal gyrus. These structures were selected for their importance with respect to brain regions implicated in a variety of neurological disorders. The synthetic databases allowed quantitative evaluations of the method. Results obtained with real clinical data of Williams syndrome and schizophrenia patients agree with published findings in the psychiatry literature.
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1. Introduction. The detection of groupwise neuroanatomical shape differences sheds new light on neurodevelopmental studies and on how neurodegenerative diseases impact brain morphology. Recent advances in brain magnetic resonance (MR) imaging and image analysis have led to numerous morphometric studies of brain anatomy in normal neurodevelopment [5, 41], the effect of handedness [68], and the presence of pathologies including Alzheimer’s disease [9, 14], schizophrenia [30, 40, 61], and fetal alcohol exposure [29], to mention just a few.

Due to the inherent difficulty of properly representing the morphology of the structures of
interest, the morphometric measures are often limited to volume and surface area, as well as other quantitative measures such as curvature, smoothness, and thickness. Yet, these features provide only a partial description of the anatomy and are often insufficient to define a clear distinction between populations.

Deformation-based morphometry (DBM) methods, e.g., tensor-based morphometry (TBM), and voxel-based morphometry (VBM) are image analysis tools for identifying regional structural differences from the gradients (Jacobian matrices) of deformation fields [1, 16]. In its classical form, VBM does not refer explicitly to specific anatomical structures but considers images as continuous scalar measurements and tests for local differences at a predefined spatial scale. The art of setting the smoothness kernel, which determines the scale at which spatial anatomical differences can be expressed, is a major limitation in VBM [77, 78]. Nevertheless, VBM methods gain their popularity in morphological studies, since they work directly on the grayscale images without having to extract the boundaries of particular structures of interest.

The shape of a structure, however, often provides rich anatomical characteristics, which may allow one to distinguish between groups of subjects, and could be related to differences in cognitive functioning, development, or neurological symptoms, for example, in cortical folding studies [79, 18]. In the last decades, there has been significant progress in the development of algorithms for use in computational anatomy based on statistical analysis of shapes.

There exist several general approaches to shape analysis. A common class of methods makes use of medial representations, which are based on a mathematical model for shape called the medial surface. This structure provides a compact description of a volumetric object while reflecting its local symmetries. However, establishing a one-to-one correspondence to compare different subjects is necessary, whether it is accomplished through registration [5] or modeling [57, 65, 69, 76].

A different shape analysis approach, which also relies on compact shape representation, uses global feature vectors determined by eigenfunctions as in the “Shape DNA” paradigm of [56, 50], spherical harmonics [6, 33], or invariant moment representations [43]. Such methods are usually numerically stable and allow for the computation of relevant statistics. However, the resulting set of feature vectors is rarely intuitive; therefore the interpretation of the results in terms of anatomical changes can be difficult.

The main body of shape analysis literature is based on the representation of an object’s surface or interior, along with a study of the mechanical deformations required to transform one object into another [4, 13, 15, 70]. While providing intuitively interpretable results, this popular paradigm relies on nonlinear registration techniques to establish one-to-one correspondences between subjects. For an excellent survey on medical image registration, see [63] and references therein.

Surface representation approaches can be based either on preselected landmarks as in [19, 13] or, more commonly, on dense correspondences via shape parameterization. However, the hypothesis that a one-to-one correspondence must be established is not obvious unless the objects under study have similar shapes. The calculation of statistical significance from the recovered deformation fields also poses a challenge, as the number of tests is usually much larger than the number of subjects under study [26, 66]. These difficulties can be partially addressed by mapping different shape surfaces into a common parameterized surface. For example, the commonly used SPHARM-PDM (spherical harmonics–point distribution...
model \cite{25, 67} solves the correspondence problem by defining a spherical parameterization for each of the objects in a shape population, assuming correspondence between equivalently parameterized points. In a similar fashion, mapping surfaces into cylinders was suggested in \cite{72}. While these techniques are assumed to be more robust, they pose significant constraints on the topology and the overall structure of the shapes to be analyzed. In order to overcome this limitation, organs with complex structures are partitioned into segments such that the mapping for each shape segment is performed separately \cite{72, 53}. Recently, an alternative solution to the uniform spherical parameterization constraint was suggested \cite{52}. It is based on combining the SPHARM-PDM with the entropy-based particle system correspondence model \cite{8}.

A different thread of dense-correspondence algorithms is based on path-straightening to minimize geodesics on shape spaces \cite{64}. In \cite{36, 37} a generalization of this technique to three dimensions was used to solve reparameterization and registration problems simultaneously. While this approach seems to be promising, it involves an interleaved optimization procedure which requires a certain degree of structural simplicity and similarity between shapes to assure convergence.

The objective of the proposed study is the detection of morphometric differences in anatomical structures between different populations. In contrast to the above methods, the suggested framework exclusively relies on shape boundaries and boundary-based dissimilarities. Specifically, we use a modified and continuous version of the Hausdorff distance, which in its classical form defines a metric between point clouds of possibly different cardinality. This allows us to circumvent one-to-one point correspondences. Moreover, we show that defining a shape distance based on boundaries, rather than area (or volume) overlap, is more suitable for handling convoluted structures such as cortical brain regions.

The Hausdorff distance and the related Gromov–Hausdorff distance have been used before, e.g., in \cite{7, 11, 21, 46}, to define distances between objects. For example, in \cite{7} the Gromov–Hausdorff distance was used for calculating the diffusion distance between points on a surface, allowing the comparison of pairs of nonrigid shapes with different topology. In contrast, here shapes are represented by their signed distance functions (SDFs) or, equivalently, by level-sets \cite{51} in a manner similar to that of the seminal paper \cite{42}. Moreover, the proposed method is not limited to a pair of shapes but considers a shape population and constructs, via level-set evolution, its center by minimizing the corresponding groupwise modified Hausdorff distance.

The level-set framework was originally suggested for image segmentation; see \cite{51, 10, 54}. Usually, an image likelihood term, which is based on the piecewise smoothness model of the image features (gray-levels, colors, gradients, texture, etc.), dominates the evolution of the segmenting contour or three-dimensional (3D) surface. Here, unlike in the common approaches, the level-set paradigm is used for shape morphing and in particular for the construction of a shape that represents “the mean” of a given shape ensemble, represented by binary images. In this sense, the proposed approach is also different from the level-set–based shape averaging in \cite{3}, which considers the image gray-levels while minimizing the sum of square differences between shapes.

The main contribution of the proposed methodology is a variational framework, based on a novel level-set functional, for a groupwise shape morphing. A boundary-based shape distance term governs the evolution of the mean of a given set of shapes. Spatial statistical analysis is
obtained by calculating the minimal distances between the surface of the constructed mean shape and each of the input shapes. We then compute two-sample t-tests at every location on the mean shape surface to look for statistically significant differences (SSDs) between populations. The resulting raw p-values are adjusted for multiple comparison using the false discovery rate [49]. The suggested model allows for the extraction of statistics that are sensitive enough to detect subtle changes between populations, yet robust enough to avoid common statistical errors.

We test the proposed method on well-defined regions of interest using both synthetic and real data sets. The structures were selected for their importance with respect to brain regions implicated in schizophrenia and other neurological disorders. These include synthetic sets of the striatum and the amygdala-hippocampal complex (AHC) and real data of the corpus collasum (CC) in Williams syndrome (WS) patients, the superior temporal gyrus (STG) in first-episode schizophrenia patients, and the caudate nucleus in women with schizotypal personality disorder (SPD). We show that our algorithm can accurately detect, locate, and quantify known morphological changes. The results obtained for the real clinical data agree with published findings based on volumetric comparisons of the structures of interest. Moreover, smaller and more localized differences that could not be captured by volume measurements were detected.

This paper extends a previous report [58] by the inclusion of additional experimental results, examples, implementation details, and theoretical discussions.

The rest of the paper is organized as follows. In section 2 we introduce our novel mathematical shape model and the related unique level-set framework. Section 2.1 presents the continuous modified Hausdorff distance (MHD) and its use for pairwise shape dissimilarities. Sections 2.2 and 2.3 discuss the parametric transformation and elastic shape morphing, respectively. Section 2.4 introduces the mean shape construction algorithm. Implementation details are given in section 2.5. Population analysis is discussed in section 2.6. Experimental results are presented in section 3. We conclude in section 4.


2.1. Shape representation and distance. Shape representation plays a major role in morphological analysis. A shape \( S_i \) is commonly represented by a point cloud \( \{x_i \in \mathbb{R}^N\} \), where \( N \) is the shape dimension. For example, \( x_i \) may stand for the coordinates \( \{(x^v_i, y^v_i, z^v_i)\}_{v=1,...,V_i} \) of the surface voxels of the \( i \)th object. Let \( S_i \) and \( S_j \) be two distinctive point sets which may have a different cardinality, i.e., \( |S_i| \neq |S_j| \). The classical definition of the Hausdorff distance is as follows:

\[
D_H(S_i, S_j) = \max \left\{ \sup_{x_i \in S_i} \inf_{x_j \in S_j} d(x_i, x_j), \sup_{x_j \in S_j} \inf_{x_i \in S_i} d(x_i, x_j) \right\},
\]

where \( d(x_i, x_j) \) is the Euclidean distance between a pair of points \( x_i \in S_i \) and \( x_j \in S_j \). In the proposed framework, we use a shape dissimilarity measure which is a modified version of the Hausdorff distance, replacing the maximum of the left- and the right-hand side terms in (2.1) and the supremum in each term by summation:

\[
D_{MH}(S_i, S_j) = \sum_{x_i \in S_i} \inf_{x_j \in S_j} d(x_i, x_j) + \sum_{x_j \in S_j} \inf_{x_i \in S_i} d(x_i, x_j).
\]
While the MHD is not a metric distance as it violates the triangle inequality, it appears to be more robust than the classical Hausdorff distance in the presence of noise and irregularities [20]. Direct implementation of (2.2) requires curve or surface parameterization. While this is reasonably doable (at least for two-dimensional (2D) shapes) via active contour techniques such as the *snakes* [32], it is subject to significant limitations. For example, topological changes cannot be handled in an elegant manner, self-intersections and shocks cannot be avoided, and the extension to three dimensions is difficult. To avoid these obstacles, we choose to represent shape boundaries by their SDFs and utilize the level-set framework [51].

We next reformulate (2.2) using a continuous form. Let \( \omega_i \in \Omega \) denote the image region which corresponds to the \( i \)th object, where \( \Omega \in \mathbb{R}^3 \) is the image domain. The boundary of \( \omega_i \) is denoted by \( \partial \omega_i \). Rather than using a discrete point set, we represent an object’s shape by the SDF of its boundary: \( \phi_{S_i} : \Omega \rightarrow \mathbb{R} \). Specifically,

\[
\phi_i(x) = \begin{cases} 
 d_E(x, \partial \omega_i) & \text{if } x \in \omega_i, \\
 -d_E(x, \partial \omega_i) & \text{if } x \in \Omega \setminus \omega_i,
\end{cases}
\]

where \( d_E(\cdot, \cdot) \) denotes a Euclidean distance. We assume that \( \phi(x) \) is differentiable almost everywhere, and its gradient satisfies the eikonal equation \( |\nabla \phi(x)| = 1 \). We define the distance between the shapes of objects \( i \) and \( j \) as the MHD between their boundaries, using the continuous form of (2.2):

\[
D_{CMHD}(i, j) = \int_{\partial \omega_i} |\phi_{S_j}(x)| ds + \int_{\partial \omega_j} |\phi_{S_i}(x)| ds,
\]

where \( ds \) is an infinitesimal part of a curve (in two dimensions) or a surface (in three dimensions) which defines the shape’s boundary. As \( \phi_{S_j} \) is an SDF, the value of \( |\phi_j(x)| \) represents the minimal Euclidean distance from \( x \) to the boundary of \( \omega_j \). Now, integrating along \( x \in \partial \omega_i \) provides the left-hand side of (2.4). Similarly, the right-hand side of (2.4) is obtained by integrating the values of \( |\phi_{S_i}(x)| \) for \( x \in \partial \omega_j \). Figure 1 visually demonstrates the main concept introduced in (2.4).

### 2.2. Parametric transformations

As in [1], we define “shape” as a set of geometric features of an object that is invariant to 12-parameter (6-parameter in two dimensions) affine transformation. We therefore decouple shape deformation into a parametric and a nonparametric transformation. The latter, termed *morphing* here, involves local (usually small) perturbations of the shape boundaries and will be discussed in section 2.3.

In the proposed framework, a shape \( S_i \) is aligned to another shape \( S_j \) by a parametric transformation \( T_{j \rightarrow i} \) that minimizes their MHD:

\[
T_{i \rightarrow j} = \arg \min_{T_{i \rightarrow j}} D_{CMHD}(S_j, T_{i \rightarrow j}(S_i)).
\]
Obtaining the MHD via signed distance functions. The boundaries $\partial \omega_i$ and $\partial \omega_j$ are represented by the green (a) and blue (b) contours, while the values of $\phi_{S_j}$ and $\phi_{S_i}$ (shown, respectively, in (a) and (b)) are color-coded. Each of the terms in \( (2.4) \) is obtained by integrating the Euclidean distances of the image pixels (voxels in three dimensions) to the zero-level of the respective shape (i.e., $|\phi_{S_j}|$ and $|\phi_{S_i}|$) along the contour of the other shape ($\partial \omega_i$ and $\partial \omega_j$, respectively).

Since an affine transformation of an SDF is not an SDF, the transformation $T_{i \rightarrow j}$ is directly applied to $x \in S_i$ such that the MHD between the $i$-shape and the $j$-shape is minimized \( (2.4) \). For the sake of notation brevity and simplicity we hereafter denote the SDF corresponding to $T_{i \rightarrow j}(S_i)$ by $\phi_{S_i}^{T_j}$. Note that shape alignment could be alternatively addressed by maximizing/minimizing other similarity/dissimilarity measures. For example, a pairwise comparison of shapes represented as binary images $\chi_i$ and $\chi_j$ (indicator functions) is commonly done by calculating their Dice score [17]:

\[
D_{DICE} = \frac{2|\chi_i \cap \chi_j|}{|\chi_i| + |\chi_j|}.
\]

Alternatively, referring to the SDFs of shapes $i$ and $j$, the least square error (LSE) could be calculated as follows:

\[
D_{LSE} = \int_{\Omega} |\phi_{S_i} - \phi_{S_j}|^2 dx.
\]

The advantage of aligning convoluted shapes (typical to anatomical structures) by minimizing the MHD, rather than by either maximizing the overlapping shape regions via the Dice score or minimizing their LSE measure, is demonstrated in Figure 2. Figure 2(b) shows that when shape registration is performed such that the Dice measure is maximized (or, alternatively, the LSE is minimized), the tails of the tadpoles that cannot significantly overlap are “ignored.” In contrast, the tails interleave at the expense of the alignment of the heads and the necks, when the optimization criterion is based on the proximity of the boundaries, as is the case with the MHD measure (see Figure 2(c)).

The values of the Dice scores, LSE, and the proposed MHD measures, which were obtained

\[\text{We deliberately chose 2D examples to visually demonstrate the main concepts introduced in section 2. The proposed method is evaluated on 3D data, as shown in section 3.}\]
Figure 2. Shape alignment: An illustrative 2D toy example. (a) The contours before alignment. Shape alignment is obtained by an affine registration of the black contour toward the red one either by (b) maximizing the shape overlap calculated by their Dice score/minimizing the LSE measure, or by (c) minimizing their MHD as suggested by our method. The corresponding values of the Dice scores, LSE, and the proposed MHD dissimilarity measures for each of the optimization criteria are given in Table 1 to reject the possibility that the differences are due to the fact that either of the registration processes was trapped in a local minimum.

Table 1

<table>
<thead>
<tr>
<th>Score</th>
<th>Opt. criterion</th>
<th>Min. LSE</th>
<th>Max. Dice</th>
<th>Min. MHD</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSE</td>
<td>827</td>
<td>833</td>
<td>1175</td>
<td></td>
</tr>
<tr>
<td>Dice</td>
<td>0.678</td>
<td>0.683</td>
<td>0.525</td>
<td></td>
</tr>
<tr>
<td>MHD</td>
<td>0.492</td>
<td>0.518</td>
<td>0.204</td>
<td></td>
</tr>
</tbody>
</table>

for shape registration using each of the optimization criteria, are given in Table 1, to show that the different registration results were obtained for different global optima. Obviously, the dice score is relatively low, and the LSE measure is relatively high, while the MHD is the lowest when the optimization criterion for registration is minimizing the MHD.

The affine transformation parameters are recovered by a multigrid search in the parameter space [2] followed by a downhill simplex optimization [48], using a MATLAB optimization toolbox [44].

2.3. Level-set–based shape morphing. The SDFs \( \{ \phi_i \} \) can be viewed as level-set functions, where their zero-levels define the boundaries of the respective shapes. We use the sigmoidal “logistic” function of \( \phi \) as a regularized form of the Heaviside function:

\[
H_\epsilon(\phi) = \frac{1}{2} \left( 1 + \tanh \left( \frac{\phi}{2\epsilon} \right) \right) = \frac{1}{1 + e^{-\phi/\epsilon}},
\]

In practice, we ran the registration algorithm three times for each of the three optimization criteria. However, the registration result obtained for maximizing the Dice score is not shown here as it is visually very similar to the result obtained by minimizing the LSE measure.

\(^3\) Representation of the regularized form of a Heaviside function by the logistic function has been suggested before in [59] to assign a probabilistic interpretation to the values of \( H_\epsilon(\phi(x)) \).
where \( \epsilon \) defines the slope of the sigmoid and is arbitrarily set to one here. The proposed sigmoid has a similar behavior yet is not identical to the one used by [10]. Note that by simple manipulation of (2.6) we can express \( \phi \) by \( H_\epsilon(\phi) \):

\[
(2.7) \quad \phi = \epsilon \log \left( \frac{H_\epsilon(\phi)}{1 - H_\epsilon(\phi)} \right),
\]

where the values of \( H_\epsilon(\phi(x)) \) are in the open set \((0, 1)\) for every \( \phi(x) \).

The boundary of a shape \( S_i \) can be approximated by \( \partial \omega = |\nabla H_\epsilon(\phi_{S_i})| \), defining the continuous MHD between \( S_i \) and \( S_j \) as follows:

\[
(2.8) \quad E_{CMHD}(S_i, S_j) = \int_{\Omega} \left[ |\phi_{S_j}| |\nabla H_\epsilon(\phi_{S_i})| + |\phi_{S_i}| |\nabla H_\epsilon(\phi_{S_j})| \right] dx.
\]

Morphing of a shape \( S_j \) toward \( S_i \) can be obtained if the respective level-set function \( \phi_{S_j} \) evolves to satisfy the following minimization scheme:

\[
(2.9) \quad \phi_{S_j}^{\rightarrow i} = \arg \min_{\phi_{S_j}} E_{CMHD}(S_i, S_j).
\]

In practice, we add an area preserving term (volume preserving term in three dimensions) and a length preserving term (surface area preserving term in three dimensions) which regularize the expression in (2.8). The length (surface area) and the area (volume) preserving terms limit the extent of possible changes of these significant shape properties (due to, for example, excessive shrinkage or expansion) throughout the morphing process. Let \( A_{0j} \) be the initial area (volume) of \( S_j \) obtained by pixel (or voxel) count. The area embedded in \( \phi_{S_j} \) throughout its evolution process is estimated as \( A_j = \int_{\Omega} H_\epsilon(\phi_{S_j}(x; t)) dx \).

We therefore define the area preserving term as

\[
(2.10) \quad E_A(\phi_{S_j}; A_{0j}) = \left[ \int_{\Omega} H_\epsilon(\phi_{S_j}(x)) dx - A_{0j} \right]^2.
\]

In analogy to the area/volume preserving term we derived a length/surface area preserving term, which takes the following form:

\[
(2.11) \quad E_L(\phi_{S_j}; L_{0j}) = \left[ \int_{\Omega} |\nabla H_\epsilon(\phi_{S_j}(x))| dx - L_{0j} \right]^2,
\]

where \( L_{0j} \) is the length (surface area) of \( S_j \) calculated by integrating \( |\nabla H_\epsilon(\phi_{S_j}(x))| \) at \( t = 0 \).

Combining (2.8), (2.10), and (2.11), the unified level-set functional which defines the Hausdorff-based shape morphing takes the form

\[
(2.12) \quad E(\phi_{S_i}, \phi_{S_j}) = W_{MHD} E_{CMHD}(\phi_{S_i}, \phi_{S_j}) + W_LE_L(\phi_{S_j}; L_{0j}) + W_A E_A(\phi_{S_j}; A_{0j}).
\]

The gradient descent equation that determines the evolution of \( \phi_{S_j} \) is derived from the first
variation of the functional in (2.12):

\[
\frac{\partial \phi_{S_j}}{\partial t} = W_{\text{MHD}} \left[ \text{sign}(\phi_{S_j}) |\nabla H_\epsilon(\phi_{S_j})| + \delta_\epsilon(\phi_{S_j}) \text{div} \left( \frac{\nabla \phi_{S_j}}{|\nabla \phi_{S_j}|} |\phi_{S_j}| \right) \right] \\
+ W_A \delta_\epsilon(\phi_{S_j}) \left[ \int_{\Omega} H_\epsilon(\phi_{S_j}(x)) \, dx - A^0_j \right] \\
+ W_L \delta_\epsilon(\phi_{S_j}) \text{div} \left( \frac{\nabla \phi_{S_j}}{|\nabla \phi_{S_j}|} \right) \left[ \int_{\Omega} |\nabla H_\epsilon(\phi_{S_j}(x))| \, dx - L^0_j \right],
\]

where \( \text{sign}(\cdot) \) is the sign function, \( \text{div} \) is the divergence operator, and \( \delta_\epsilon(\phi) \) is the derivative of \( H_\epsilon(\phi) \) with respect to \( \phi \). We note that the derivative of the absolute value function \( |\phi_{S_j}| \) (left-hand side term of (2.8)) is not defined at zero. A more stable alternative to the sign function used here would be based on the left- and right-side partial derivatives as suggested by [38].

The volume preserving term generalizes the commonly used balloon term [12], where the scalar \( A_{\text{diff}} \triangleq A_j - A^0_j \) determines both the size and the direction (expansion or contraction) of the evolution of \( \phi_{S_j} \) and its respective boundary (zero-level). In a similar manner, the surface area preserving term generalizes the commonly used smoothness (or regularization term) [32]. The difference \( L_{\text{diff}} \triangleq L_j - L^0_j \) affects both the size and the sign of the contour’s evolution. Note that while the smoothness term always acts to shorten the length of the active contour (reducing the curvature), here when the difference \( L_{\text{diff}} \) is negative, the boundary evolves in the opposite direction, increasing the curve length (surface area).

We use a toy example (fish contours shown in Figure 3) to demonstrate the shape morphing process obtained by applying iteratively the above gradient descent equation (2.13). The target shape \( S_i \) is represented by the red contour. The black contour, which illustrates \( S_j \) in the equation, dynamically evolves until it is aligned with \( S_i \). Prior to the morphing process, the black contour is registered to the red one by an affine transformation such that the MHD between the shapes is minimized (section 2.2).
2.4. Evolution of the mean shape. “Shape ensemble” is obtained by 3D manual delineations of the anatomical structure under study (e.g., left hemisphere amygdala) from MR images of different subjects of the same population (e.g., schizophrenia patients).

We define the mean \( S^M \) of a shape ensemble \( \{S_1\ldots S_N\} \) as the shape that minimizes the sum of the distances from all the shapes in the set:

\[
\hat{S}^M = \arg\min_{S^M} \sum_{i=1}^{N} D_{\text{CMHD}}(T_{i\rightarrow M}(S_i), S^M),
\]

where \( T_{i\rightarrow M} \) is the affine transformation (obtained throughout the optimization process) that aligns a shape \( S_i \) to the population center as defined in section 2.2.

The MHD level-set functional defined in (2.12) is now extended to take the following form:

\[
E(S^M, \{S_i\}) = \frac{W_{\text{MHD}}}{N} \sum_{i=1}^{N} \int_{\Omega} \left[ \phi_{SM} ||\nabla H_\epsilon(\phi_{SM}^T) || + ||\nabla H_\epsilon(\phi_{SM}) || \right] dx
+ W_A \left[ \int_{\Omega} H_\epsilon(\phi_{SM}(x)) dx - A^0 \right]^2
+ W_L \left[ \int_{\Omega} |\nabla H_\epsilon(\phi_{SM}(x))| dx - L^0 \right]^2.
\]

Here, \( A^0 \) and \( L^0 \) are the averages of the ensemble’s areas (volumes) and lengths (surface areas), respectively.

The incorporation of the length (surface area) and the area (volume) preserving terms in (2.15) implies that \( S^M \) can no longer be considered as the Fréchet mean (or Karcher mean) of the ensemble. We, however, keep this terminology though, in fact, we should have used the term canonical representation of the shape ensemble instead.

As neither \( S^M \) nor the affine parameters \( T_{i\rightarrow M} \) that align each shape \( S_i \) to \( S^M \) are known, we use an alternating minimization technique in which (2.5) (for each shape \( S_i \) in the ensemble) and (2.14) are jointly solved. While the affine transformation parameters are inferred by using a global optimization method, the mean shape is generated via gradient descent optimization of a level-set functional:

\[
\frac{\partial \phi_{SM}}{\partial t} = \frac{W_{\text{MHD}}}{N} \sum_{i=1}^{N} \left[ \text{sign}(\phi_{SM}) ||\nabla H_\epsilon(\phi_{SM}^T) || + \delta_\epsilon(\phi_{SM}) \text{div} \left( \frac{\nabla \phi_{SM}}{||\nabla \phi_{SM}||} \phi_{SM}^T \right) \right]
+ W_A \delta_\epsilon(\phi_{SM}) \left[ \int_{\Omega} H_\epsilon(\phi_{SM}(x)) dx - A^0 \right]
+ W_L \delta_\epsilon(\phi_{SM}) \text{div} \left( \frac{\nabla \phi_{SM}}{||\nabla \phi_{SM}||} \right) \left[ \int_{\Omega} |\nabla H_\epsilon(\phi_{SM}(x))| dx - L^0 \right],
\]

where \( A^\text{diff} \triangleq \int_{\Omega} H_\epsilon(\phi_{SM}(x)) dx - A^0 \) and \( L^\text{diff} \triangleq \int_{\Omega} |\nabla H_\epsilon(\phi_{SM}(x))| dx - L^0 \) are scalars, calculated before each gradient descent iteration.

\[\text{We assume that the standard deviations of the shape ensemble’s areas (volumes) and lengths (surface areas) are relatively small.}\]
2.5. Mean shape construction in practice.

2.5.1. SDF construction. The proposed shape morphing algorithm has to be performed in the space of SDFs to ensure that the SDFs of the shape contours are generated in the initial stage of the algorithm and after any arithmetic operation or coordinate transformation (but translation), including gradient descent updates. SDF construction is implemented via the fast marching algorithm [35, 27].

2.5.2. Shape alignment. Shape analysis algorithms require shape alignment. However, the question of what is the “appropriate” transformation space for medical imaging applications is arguable. One can remove pose, pose and scale (uniform or nonuniform) (e.g., SPHARM [52]), or full affine (TBM registration–based techniques [1]). Sometimes it goes as far as computing shape invariants to isometries (e.g., using a Laplace–Beltrami operator [50]). Although here we look only at deformations after affine registration, we do compute affine parameters and can easily go back and extract the shearing parameters from the affine matrix if desired.

2.5.3. Initialization. Since the arithmetic mean of the set of SDFs $\phi_1, \ldots, \phi_N$ is not an SDF, we use the inverse-logit of the SDFs as in [55] and average the regularized Heaviside functions of the SDFs, i.e., $H_\epsilon(\phi_{S_i})$. The initial estimation of the level-set function, representing the mean shape, i.e., $\phi^{\text{INIT}}_{S_M}$, is determined by the contour $\partial \omega_M$ defined by \( \{ x \in \Omega \mid \frac{1}{N} \sum_{i=1}^{N} H_\epsilon(\phi_{S_i}(x)) = \frac{1}{2} \} \). This preliminary step to the proposed framework for mean shape generation by shape morphing is in the spirit of current approaches to groupwise image registration, in which a set of images is simultaneously aligned to the latent population center. Rather than selecting any individual image as the template, which may introduce a bias, the process is carried out in an iterative manner, starting from a rough estimate of the unknown mean [73, 74] or median [22]. For a more detailed review and alternative approaches, see also [75] and references therein.

In practice, the ensemble shapes are first aligned by translation such that the center of mass of each shape coincides with the mean of the centers of mass of all the shapes. We then average the shape, defining an “approximated” mean, and calculate the affine transformations of each shape to that mean. Then a better approximation to the mean shape is calculated by averaging the affine-transformed shapes. We use the approximated mean shape to initialize the level-set–based gradient descent process.

2.5.4. Stopping criteria and parameter setting. The algorithm stops when the integration of the absolute differences between the Heaviside functions of the evolving level-set function in two consecutive iterations is negligible, i.e., smaller than a predefined threshold $\eta$:

\[
\int_{\Omega} |H_\epsilon(\phi^M(t + 1)) - H_\epsilon(\phi^M(t))| < \eta,
\]

where $t$ denotes the iteration number. In our experience, upon convergence, the left-hand side term in the above inequality (2.17) decreases to zero. We, however, set $\eta$ to a positive and small scalar, taking into account cases in which there are small fluctuations around the minimum.
We tune the weights $W_{\text{MHD}}$, $W_{L}$, and $W_{A}$ of the energy functionals (2.12) and (2.15) to balance the respective gradient descent terms (2.13) and (2.16) while preserving the proportion to the changes in length/surface area and area/volume. Specifically, let $W_{L} = w_{L}/L^{0}$ and $W_{A} = w_{A}/A^{0}$. The parameters $w_{L}$, $w_{A}$, and $W_{\text{MHD}}$ are scaled such that the MHD term, the length term divided by $L_{\text{diff}}$, and the area term divided by $A_{\text{diff}}$ have the same order of magnitude, and the absolute value of their sum is bounded by one.

We set both the step size of the level-set evolution ($dt$) and the slope of the regularized Heaviside ($\epsilon$) to one. Although adaptive modification of $dt$ using a line search algorithm [47] may facilitate convergence, the results obtained are sufficiently good, as the weighted sum of gradient descent terms is normalized. The parameter $\epsilon$ determines the number of levels around the zero-level (the shape boundary) that are updated at each gradient descent iteration. Its size is usually related to the scale of the shape being analyzed.

**2.5.5. Toy example.** The initial approximation of the mean shape $\phi_{\text{SM}}^{\text{INIT}}$ is constructed by the shape “averaging” process, which smooths out structural details that may characterize a given shape set. The evolution process described in the previous section, in which $\phi_{\text{SM}}^{\text{INIT}}$ is iteratively morphed toward each of the shapes $\{S_{i}\}$, is therefore necessary for generating a shape that faithfully represents the ensemble.

Figure 4 illustrates the process of mean shape construction. In this simplified example the shape ensemble consists of six 2D slices of STG structures, shown in Figures 4(a)–4(f). Figure 4(g) shows an initial approximation of the mean shape after alignment of the input shapes by an affine transformation. It is worth noting that while in three dimensions the initial approximation of the mean shape does not undergo significant topological changes (e.g., holes or disassembly) as in two dimensions, its appearance may not be a meaningful representation of the ensemble shapes. The final mean shape estimate obtained by the gradient descent process in (2.16) is shown in Figure 4(h). Figure 5 shows the pairwise MHD distances (color-coded) of the planar STG shapes and their mean that are shown in Figure 4. Note that the MHD between each of the input shapes and the constructed (mean) shape is much smaller than the pairwise MHD between that shape and any of the other input shapes.

![Figure 4](image)

**2.6. Localization of shape differences between populations.** We now present how our model can effectively detect local shape deformations within a population. Given a point on the mean shape boundary, $x \in \partial \omega_{\text{Mean}}$, we can directly obtain its signed distance to each of the affine aligned shapes by looking up the distance in the corresponding SDF $\phi_{n}(x)$. For each of those voxels, statistics on the $\phi_{n}(x)$ can capture shape deformation.

Let $\phi_{1}^{NC}, \ldots, \phi_{N}^{NC}$ and $\phi_{1}^{AB}, \ldots, \phi_{M}^{AB}$ be the SDFs representing shapes of a particular anatomical structure in two populations. Let $d_{NC}(x)$ and $d_{AB}(x)$ be two vectors of lengths...
Figure 5. Pairwise MHD distances (color-coded) of the planar STG shapes and their mean shown in Figure 4. Note that the MHD between each of the input shapes and the constructed (mean) shape is much smaller than the pairwise MHD between that shape and any of the other input shapes.

$N$ and $M$, respectively, of the (signed) distances of the corresponding shape ensembles to $x$. We then apply two-sample t-tests with significance level of 0.05 to each of the mean shape surface voxels. The assumption that $d_{NC}(x)$ and $d_{AB}(x)$ come from a normal distribution was checked using the Lilliefor test (MATLAB command \texttt{lillietest} [45]). We assume different variances. Having p-values below the significance level allows us to locate SSDs between the two populations. In the following experiments, we also use the false discovery rate (FDR) to correct for multiple comparisons [49].

3. Experiments. We evaluated the proposed algorithm using synthetic and real data sets: synthetic sets of the amygdala-hippocampal complex (AHC) (section 3.1) and of the striatum (section 3.2), and real data of the corpus collasum (CC) of Williams syndrome patients (section 3.3), superior temporal gyrus (STG) in first-episode schizophrenia patients (section 3.4), and the caudate nucleus in women with schizotypal personality disorder (SPD) (section 3.5). Results were corrected for multiple comparisons using the FDR approach in [49]. We applied an FDR of 5%.

3.1. Synthetic AHC. Manual segmentations of the left AHC in 40 normal controls were taken from the laboratory database. An unbiased atlas of the AHC was created from the 40 samples [60]. The resulting atlas was then warped back to the subject space using 20 randomly selected inverse warps obtained in the previous step. The resulting samples compose the normal control (NC) group. The remaining 20 were manipulated by adding (or removing) a specific number of voxels using a hemisphere such that either a bump (or dimple) would be created and labeled “abnormal” (AB). Eight pairs of NC/AB data sets were generated. Each AB set had a bump (or a dimple) located in the head of the AHC and with a radius of 3, 4, 5, and 6 voxels, respectively.

For each AB/NC data set, we generated the mean AHC and performed a t-test comparing the NC and AB distances to the mean at each point on the mean shape’s surface. Successful results of these eight experiments ($\{\text{bump, dimple}\} \times \{3, 4, 5, 6\}$) are shown in Figure 6. We also evaluated the method by looking at the ratio of the statistically significant voxels over the total number of surface voxels for the bump (dimple) as the size of the deformation increases (Figure 7).
Figure 6. AHC data set. *p*-value maps displayed on the mean shapes of NC/AB data sets with a bump (top row) or dimple (bottom row) of radius (from left to right) 3, 4, 5, and 6. Red indicates nonsignificant *p*-values, while the yellow colors present a scale of FDR corrected *p*-values (below the threshold).

Figure 7. Method evaluation for the synthetic AHC data sets. *The Y-axis displays the ratio between the number of surface voxels which have *p*-values that indicate SSD between the populations and the total number of surface voxels. This ratio increases as the size of the synthetic distortion (bump or dimple) increases.*

3.2. Synthetic striatum. Synthetic striatum shapes were generated through manifold learning based on a training set of 27 real samples [23, 24]. Abnormal examples were generated via random processes of either thinning or thickening of specific, well-defined regions of the striatum (see Figures 8(a)–8(c), 8(e)–8(g)). Two sets of examples for the right and the left striatum, each containing 50 normal and 50 abnormal examples, were tested. Results are shown in Figure 8. Note that the distorted regions (highlighted in red), corresponding to voxels with significant (FDR corrected) *p*-values (Figures 8(d) and 8(h)), were precisely detected.

Next we compared three additional striatum data sets each containing 100 samples that were synthetically distorted in three distinct locations. Each of these sets was compared with a fourth set containing 100 nondeformed striatum examples. Figure 9 shows the mean shapes of the deformed and the nondeformed population for each pair of sets. The extent of detected...
Figure 8. Left (top row) and right (bottom row) striatum data sets. (a), (e): Randomly selected examples of the left (a) and the right (e) striatum. (b), (f): Left (b) and right (f) striatum shapes after applying shape deformations to the respective shapes shown in (a) and (e), respectively. (c), (g): Mean (left and right) striatum shapes along with the averaged artificial deformation (red). (d), (h): Mean (left and right) striatum shapes along with the respective p-value maps comparing distorted and undistorted data sets. Yellow indicates nonsignificant p-values. Red colors present a scale of FDR corrected p-values (below the threshold). Note that although the deformations and the extent of the deformed regions (indicated by arrows) are subtle, they were successfully detected by our algorithm.

Figure 9. Striatum data sets. p-value maps displayed on the mean shapes of NC/AB data sets with increasing (from (a) to (c)) synthetic deformations in three locations upon the striatum surface. Red indicates nonsignificant p-values, while the yellow colors present a scale of FDR corrected p-values (below the threshold).

distorted regions (highlighted in red), corresponding to voxels with significant (FDR corrected) p-values, increases as the level of deformation increases. Quantitative results are shown in Figure 10. Here, the X-axis displays the extent of the synthetic distortion (deformation level). The left-hand Y-axis displays the ratio between the number of surface voxels which have p-values that indicate SSD between the populations and the total number of surface voxels.
Figure 10. Method evaluation for the synthetic striatum data sets. The left-hand Y-axis displays the ratio between the number of surface voxels which have p-values that indicate SSD between the populations and the total number of surface voxels. This ratio increases as the extent of the synthetic distortion (deformation level) increases (blue). The right-hand Y-axis displays the p-values obtained by applying the two-sample t-test to the volumes of the deformed and nondeformed shape sets. Note that the calculated p-value for the set with the smallest deformation level is above 0.05. The calculated p-value decreases as the deformation level increases (green).

This ratio increases as the extent of the synthetic distortion (deformation level) increases. The right-hand Y-axis displays the p-values obtained by applying the two-sample t-test to the volumes of the deformed and nondeformed shape sets. As the deformation level increases (becomes more significant) the corresponding p-values for the volume measurements decrease. Note that the calculated p-value for the set with the smallest deformation level is above 0.05. This result demonstrates the capability of the proposed method to detect and locate small deformations that cannot be captured by comparing global shape properties such as shape volume.

3.3. 2D CC data of Williams syndrome patients. Williams syndrome (WS) patients display a distinctive cognitive and behavioral profile which has been associated with several neuroanatomical changes, including volumetric and morphological changes in both gray and white matter (e.g., [71]). In our study, a T1 coronal acquisition (256 × 192 matrix, 1.5mm thickness) was acquired for 16 WS patients and 17 controls from the Genetic Medical Institute (Portugal) and the Genomic Foundation in Galicia (Spain). A 2D cross-section of the CC was manually segmented in the mid-sagittal slice of each image. In Figure 12 the mean shape of both the patients and the NC subjects has been constructed using our level-set–based MHD shape morphing method. Then, the MHD between each shape in the two sets and the mean shape were calculated. We then performed a population analysis based on these measures using a two-sample t-test. We found an SSD between WS and NC based on a global MHD measure (2.4): p = 0.03, t = 2.22. For a comparison, the results for a two-sample t-test on the perimeters of the aligned CC shapes were p = 0.041, t = 3.0983. There was no SSD between the CC areas of the WS and NC populations (we did not normalize based on the intracranial volumes, as this information was not available to us). We next calculated the closest (in terms of magnitude) signed distances between each of the 220 pixels along the mean CC contour and each of the 33 CCs of both the NC and WS populations. The results are shown in Figure 11. In this figure, the signed distances are color-coded. The X-axis displays the pixel’s index along the mean CC contour. The Y-axis displays the subject’s index, where NC subjects’
Figure 11. Color-coded signed distances of each pixel along the mean shape contour to the closest pixel along the CC contour of each subject. X-axis: Pixel’s index along the mean CC contour. Y-axis: Subject’s index, where NC subjects’ indices are 1–17 and WS subjects’ indices are 18–33.

Figure 12. CC data of WS patients. (a) p-values (color-coded) along the mean CC contour spatially calculated for the NC and WS populations. (b)–(c) Superposition of the CC contours for the NC (b) and WS (c) populations. Contours’ colors are random. (d) Superposition of the mean contours of the NC (red), the WS (blue), and the entire set of 33 subjects (black).

indices are 1–17 and WS subjects’ indices are 18–33. We then calculated the p-values for each pixel along the mean CC contour for the NC and WS populations. The results are shown in Figure 12(a), in which color-coded, statistically significant p-values (below 0.05) are plotted upon the mean CC contour (red). This figure allows us to detect the (planar) CC segments that distinguish (statistically) between WS patients and NC subjects. A visual assessment of this result is shown in Figures 12(b)–12(d). Figures 12(b)–12(c) show superposition of the CC contours for the NC and WS populations, respectively. The mean contours of the NC (red), the WS (blue), and the entire set of 33 subjects (black) are superimposed in Figure 12(d).

3.4. STG in first-episode schizophrenic patients. We used manual segmentation of the left and right STGs in 19 patients diagnosed with first-episode schizophrenia and 14 matched NCs originally acquired for a brain volumetric study [28]. Examples of the left STG of some of the subjects are shown in Figure 13.

We generated the mean shapes of the patient and NC data sets for the left and right STGs. We computed a t-test comparing the two populations at each point on the mean shape’s surface. We then applied a threshold at an FDR of 0.05 to the resulting p-values. The color-coded p-value maps displayed upon the mean STG surface of the left hemisphere (Figure 14(b))
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localize the STG regions which demonstrate SSDs between the populations (green-to-purple spots). No SSDs were detected for the right STG (homogeneous red color). To evaluate these findings we partitioned the STG into three regions: the planum temporale (Figure 14(a), in red), the Heschl gyrus (Figure 14(a), in green), and the rest of the STG (Figure 14(a), in yellow). We then performed volume and surface area measurements on each of these subregions and the entire STGs (left and right). This is, in fact, the common practice in psychiatry and neuroanatomy research. We received SSDs for the left Heschl gyrus measurements: p-values of 0.005 for the volume and 0.035 for the surface area measurements. Borderline p-values were obtained for the left planum temporale. Specifically, the p-values for the volume and surface area measurements were 0.053 and 0.058, respectively. Measurements on the right STG substructures and on the entire STGs did not show any statistical significance. Note that, except from the left part of the left STG, the results obtained by the proposed method are in line with the results presented above for the volume and surface area measurements as well as with published findings on gray matter reduction in these substructures in schizophrenia patients [62]. We suspect that the focal differences in the left part of the left STG that were captured by our p-value map were too small (with respect to the size of this substructure) to be detected otherwise.
3.5. **Caudate nucleus in SPD patients.** MR brain scans of 61 women—32 SPD patients and 29 NC subjects—were manually segmented to extract the caudate nucleus in the left and right hemispheres [34]. Statistically significant morphological differences have been detected in the right caudate using the proposed algorithm (Figure 15). Figure 15(b) presents the sign of the differences (inflation or deflation) between the NC subjects and the SPD patients. A comparison between Figure 15(a) and Figure 15(b) shows that the SSDs between the NC and SPD populations are due to deflation, i.e., gray matter reduction in the patients’ caudate. These results are comparable to the manual volumetric measures as well as to the shape statistics obtained from using SPHARM-PDM methodology [39].

4. **Discussion and conclusions.** We presented a novel framework for performing shape analysis for population studies. The core of the method is a level-set algorithm for shape morphing that is based on the modified Hausdorff distance (MHD). The proposed algorithm was applied to a variety of neuroanatomical structures, including synthetic sets of the striatum and the amygdala-hippocampal complex (AHC) and real data of the corpus collasum (CC) in Williams syndrome (WS) patients, the superior temporal gyrus (STG) in first-episode schizophrenia patients, and the caudate nucleus in women with schizotypal personality disorder (SPD). We were able to locate statistically significant shape differences between NC and patient populations which are consistent with prior findings based on volumetric measurements of manually segmented structures. Moreover, our experiments on both synthetic and real clinical data show that the method is sensitive enough to detect deformations that are too small to be captured by volume measurements.

In contrast to most existing methods, here shape alignment by affine transformations and nonrigid shape morphing is done by minimizing the MHD. We believe that using a boundary-based dissimilarity measure rather than a metric based on volume overlap might be more suitable when dealing with twisted or convoluted shapes, such as cortical brain regions. This assumption is supported by the examples shown in Figure 2. The MHD term dominates the evolution of the proposed level-set functional. As we use a gradient descent strategy to solve a nonconvex problem, the optimization process may be trapped in (undesired) local minima.
minima, which may result, for example, in topological changes or an excessive shrinkage of the evolving mean shape. We therefore incorporate two additional soft constraints: the length (surface area) and the area (volume) preserving term. These terms generalize the traditional balloon and smoothness terms. Their signs determine the directions of the normals to the evolving contour (or surface). Their magnitudes are proportional to the unsigned differences in volume or surface area between the ensemble shapes and the constructed mean shape in the current iteration. Therefore, when the volume or surface area of an evolving shape does not vary significantly during a morphing process, the contribution of these terms to the entire cost functional is negligible.

While the proposed method is general and may be applied to a variety of shapes and shape classes, it is in particular usable in neurology and psychiatry research, in which the connection between focal brain atrophies (i.e., loss of neurons and synapses in specific brain regions) and neurological disorders is investigated. A common practice in psychiatric studies is to detect statistically significant volumetric differences of suspected brain structures between NCs and patients. Those volume measurements are usually based on segmentation of brain structures and substructures. For example, the STG contains the primary auditory cortex, which is responsible for processing sounds. To test the hypothesis that auditory hallucinations (a common positive symptom of schizophrenia) are related to gray matter volume loss in the STG, statistics on volumetric measurements of patients and NCs were conducted. Nevertheless, when an entire structure is considered (such as the STG), the comparison (based on statistical tools) may not be sensitive enough to detect small, localized brain atrophies, as was demonstrated by our measurements (section 3.4) and others [62]. This premise is also supported by our synthetic striatum experiment (section 3.2 and Figure 10). Moreover, even when the deformations are detected, they cannot be located. It is therefore common to calculate volume differences on the manually segmented substructures: the planum temporale, the Heschl gyrus, and the rest of the STG [62]. For first-episode schizophrenia patients statistically significant volume differences were detected in the left hemisphere planum temporale and Heschl gyrus [31, 62]. Similar findings were obtained in the STG experiment performed by the proposed statistical shape analysis technique (section 3.4 and Figure 14). We note that the partitioning of brain structures, such as the STG, is difficult due to the complexity and heterogeneity of sulcal patterns in cortical regions. To address this challenge, heuristics and thumb rules are often used. This may lead to biased and error-prone segmentations. The proposed fully automatic shape analysis method is therefore a more accurate, repeatable, and objective alternative.

The strength of the proposed method is its capability to detect local morphological differences between populations. Nevertheless, scattered and spatially inconsistent shape dissimilarities cannot be captured via voxelwise comparison as we do here. The alternative is therefore either using global MHD measures of the entire structure or, for the detection of more focal differences, calculating the MHD measures of surface patches of growing sizes (in a scale-space manner) similar to the spatial smoothing in VBM. This possible extension is a subject for a future study.
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