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Agenda

● Introduction
● Develop understanding of theory
● Experiments and results
● Discussion



Generator 
Nets

“Generator networks are essentially just parameterized computational procedure for generating 
samples where the architecture provides the family of possible distributions to sample from and the 
parameters select a distribution from within that family.” (Y Bengio, Deep Learning) 



Naive Example - Generator for the normal 
distributions with mean ᷘ and covariance ᵑ.

We feed samples z from the normal distribution with mean 0 and the Id covariance into a generator net 
which on input performs the following:

X = g(z) = ᵤ + Lz

Where L is the Cholesky Decomposition of ᵑ. (A decomposition a positive semidefinite matrices 
Calculated by ‘Cholskey’s Algorithem’ - a variant of ‘Gaussian Ellimination’.).



Differentaible Generator Nets - Continued..

What about more complicated 
distributions you ask? We simply use 

Feedforward Neural Networks of course!





Generative Adversarial Nets - Training Rule

D(x) - Probability that input x cam from data 
generating distribution.

G(z) - Generated output from input z.



Algorithm



Illustration



Minimax
“Minimax is a decision rule used in decision theory, game theory, statistics and 

philosophy for minimizing the possible loss for a worst case (maximum loss) 
scenario.” (Wikipedia) 

https://en.wikipedia.org/wiki/Decision_theory
https://en.wikipedia.org/wiki/Game_theory
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Philosophy
https://en.wikipedia.org/wiki/Loss_function
https://en.wikipedia.org/wiki/Philosophy


Quick Example

The minimax value of a player 
is the smallest value that the 
other players can force the 
player to receive, without 
knowing his actions. 
Equivalently, it is the largest 
value the player can be sure to 
get when he knows the actions of 
the other players. (Wikipedia)



Back to Generative Adversarial Networks

The two nets are playing ‘zero-sum game’ where we use the Minimax 
strategy to train both nets.

Theorem: Once the above expression reaches its minimum the 
Generator’s learned distribution is exactly the data generating 
distribution.



Generative Adversarial Networks - Experiments



Discussion

● Pros:
○ Great potential for solving real problems.
○ Easy to understand and implement

● Cons:
○ Lack of theoretical background.



Thanks for listening!


