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1. INTRODUCTION
Since the introduction of the holographic spatial filter1 much
research has been carried out to improve the performance of
optical correlators and to overcome the difficulties involved in
their practical implementation. Most of the recent progress in
this field has been made by abandoning the direct photographic
recording of the filters in favor of digital procedures. The be-
ginning of this trend may be marked by the introduction of the
composite filter with its various follow-ups.3

Most of the above-mentioned procedures involve the gener-
ation of spatial filters containing high spatial frequency com-
ponents. For real-time applications, it is desirable to implement
these filters on spatial light modulators (SLMs), which, within
the present state of the art, have quite limited resolution. To
reduce this difficulty one can employ a joint transform correlator
(JTC)4'5 where a reference pattern, rather than its Fourier trans-
form (PT), is presented at the input plane. The main advantage
of the JTC architecture over the conventional 4-f correlator is
that it is easier to implement. In the JTC there is no need for a
coded hologram with high carrier frequency that requires high
resolution recording media and tedious alignment procedures.

The conventional procedure with a JTC is to use a reference
pattern identical to the one to be detected. A deviation from this
standard procedure was presented in Ref. 6, where a synthetic
discriminant function (SDF) was employed as the reference. The
SDF was generated by linear procedures and then binanzed. A
second binarization was performed on the FT plane. Although
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some promising results were reported, the two binarizations per-
formed after a SDF was generated do not guarantee optimal
performance.

In this paper we adopt some iterative procedures7'8 for the
JTC architecture that have proved very effective for generating
spatial filters used in 4-f correlators. Two procedures developed
in Sec. 2 are suitable for generating the reference patterns di-
rectly on the input SLM, taking into account all the constraints
imposed on the system. Considering the limitations of presently
available SLMs, the reference patterns are binary and an optical
system converts them into a bipolar form that leads to better
discrimination. The optical system is described in Sec. 3 and
experimental results are given in Sec. 4.

2. SYNTHETIC FILTER GENERATION FOR THE JTC

Using the conventional procedure with a JTC, an input pattern
f(x,y) is located with its center at point (x1,y1), and a reference
pattern h(x,y), is positioned around point (xh,yh). The complex
amplitude distribution over the output plane P(x', y') can then
be written in the form

P(x',y') Cff(X',y') + Chh(x',y')

+ Cfh * — (Xh + x1), y' — (Yh + Yf)]

+ Chf * i[x' + (Xh + xf), y' + (Yh + Yf)] , (1)

where * denotes convolution and

Cff(x', y') = fftx,y)f*(x
_ x, y — y') thdy , [2(a)]

Cfh(x', y') = Jf(x,y)
h*(x _ xl, Y — Y') thdy . [2(b)]

The functions Cfh and Chf denote the correlation of h andf and
occur at two positions, (xh + x1, Yh + yj) and [— (xh + x1),
—

(Yh + yr)] • In our analysis we used the term correlation as
is in Eq. [2(b)] only.

As mentioned earlier, the objective of this paper is to inves-
tigate procedures to generate synthetic reference patterns. Two
approaches that were found useful for FT correlators will be
described. The first one is the entropy optimized filter (EOF)7'9
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Sr = —log12

= rnaxlCfh(m)12 , m = 1,2,...(2N—1)2

the peak provides an additional degree of freedom that is useful
for the optimization process.

For the rejected patterns, we would like to have a uniform
4 over the whole output plane of (2N — 1)2 pixels; such that

(m) =
)2 v m = 1,2,.. .(— 1)2. (6)

Measured by the entropy function this distribution has the max-
imum possible entropy,

and the second one is the peak to peak ratio (PPR) method. For
the process described, we find the term PPR more suitable than
SNR8 or peak to side lobe ratio (PSR).3

2.1. Entropy optimized filter
Assuming a set of input patterns {f(x,y)}, we define the goal
of the EOF as the detection of the presence of patterns out of
the subset {f(x,y)} while rejecting all other patterns denoted
by the subset {f(x,y)}. A reasonable criterion for detection is
the appearance of a strong and narrow peak as contrasted with
a uniform distribution for a pattern to be rejected. To quantify ______this criterion we normalize the energy distribution
ICfh(x' , y')I over the output plane for the ith input pattern and
define a distribution function by the relation while (m) of the previous equation has the minimum entropy,S o. If we define a cost function by the relation

Cfh(X', y')4(x', y') = . (3)

I ICfIh(x', y')12th'dy'
M = S — E (7)

{f} {f}

its global minimum value will be bounded by the above quan-
Being a normalized distribution, 4(x', y') has all the properties tities. Naturally, taking into account practical limitations, this
of a probability density. Our criterion states that for a rejected global minimum cannot be completely achieved. Considering M
pattern—a representative of the r subset—we would like to to be a function of the reference pattern, we employ an iterative
obtain a uniform 4 over the whole output plane, while if a algorithm that leads to an entropy optimized pattern hEOF(m)pattern from the d subset is presented the result should be a that satisfies
strong and narrow peak. The distinction between a uniform dis-
tribution and a well-defined peak may be quantified with the M = M[hEOF(m)] , (8)
help of the entropy The entropy function of is,
by definition, where M?j is as close to the ideal value of Eq. (7) as possible.

Various iterative procedures may be employed to implement
the EOF7 by minimizing the cost function of Eq. (7). In the

Si = — f 4(x', y')log(x', y')dx'dy' , (4) present work we used simulated annealing9"2 that, in principle,
is capable of reaching a global minimum. Using this algorithm,
we have at the lth iteration MJOF M'o'(hi). Inducing a ran-

with its maximal value obtained for a uniform distribution and dom perturbation over the pixels of h1 we obtain the (1 + 1)th
its minimal value obtained for a single sharp peak. iteration of the filter, which changes M by an amount

In previous publications7'9 the Fourier transform of the ref-
erence function h(x,y) was realized as a spatial filter in a Fourier JJEOF MEOF(hi+ i) — MEOF(hi) . (9)
transform correlator. In the present work h(x,y) is introduced
directly as the reference function for the JTC. For the imple- The new filter is accepted if ,EOF < 0; otherwise, it is con-
mentation of the procedure with digital techniques, we display ditionally accepted, based on the acceptance probabilitythe input and reference functions on an N x N matrix of pixels,
convert to a digitized form, and represent them as one-dimensional I
vectors of N2 elements: PTaccept exp T ) ' (10)

f,(x,y) — f,(m) , m = 1,2,... N2
where T is the temperature parameter. This acceptance criterion

h(x,y) —* h(m) , m = 1 ,2, . . . N2 . is derived from an analogy with the Gibbs distribution used in
thermodynamics.

Recognition of a pattern ff(m) will be represented by a steep The procedure is now repeated starting from a new filter.
peak on the correlation plane for which will have the form Decreasing the temperature slowly as the process continues causes

M to approach its optimum value. The cooling rate and the steps

4'(m) =
{

of the random perturbation are important parameters that dependm=k
(5) on the specific process implemented.

otherwise

2.2. PPR procedure
where k is a pixel in the correlation plane that is not uniquely
defined. In the JTC configuration we can define a correlation In the procedure, based on Ref. 8, our goal is similar to the one

region within the output plane subject to certain
we had for the generation of the EOF. We denote by

and require the presence of a peak at any position within that (11)
region for the given pattern. The flexibility in the position of
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which is the maximum intensity value of the correlation between
fi and h, represented also as a one-dimensional vector. Therefore
we define a cost function MPPR to be

MPPR _ minimum peak value for recognized patterns—
maximum peak value for rejected patterns (12)

mm V
iE{d}= —

max V7)'
jE{r}

where i E {d} is the detected function set and j E {r} is the
rejected function set.

Considering MPPR to be a function of a specific reference
pattern, we seek a PPR optimized pattern h''(m)that satisfies

M = M[h''(m)] . (13)

In principle, this procedure can also include the values of the
side lobes over the correlation plane for the detected functions
to improve the peak to side lobe ratio, but in our examples we
found this unnecessary.

To perform the optimization process a direct search algorithm
was 13 Compared to simulated annealing this algo-
rithm speeds up the iterative process, but it may become trapped
in a local minimum.

Assuming the existence of a reference pattern h(m), at the
lth iteration we haveMTP MPPR (h,). Inducing a change over
one pixel of h, we obtain the (1+ 1)th iteration that changes

by an amount

p,PPR MP(h,+ i) — M''(h1)

The new pattern is accepted if ,PPR 0; otherwise it is
rejected. The procedure is now repeated until the minimum is
achieved.

3. JTC LEARNING ARCHITECTURE

Several procedures have been proposed for producing bipolar
spatial filters'4"5 but they are difficult to implement, in particular
with SLMs that induce only a small rotation of the polarization.
This is the case also for the inexpensive SLMs made by mod-
ifying a liquid crystal portable TV set (LCTV), such as the one
used in our experiments. To overcome this difficulty we present
the reference pattern on the SLM in a binary form that can be
expressed as a superposition of a bipolar signal and a DC term.
The DC term is optically filtered out in a preprocessing step,
leaving the bipolar component. A schematic diagram of the
complete processing system is shown in Fig. 1 . On SLM1 we
display a positive, binary function denoted by h (x,y), with
component values 1 and 0. The preprocessing is accomplished
in the 4-f system with the zero order term stopped at the Fourier
plane P1. The filtered image of the reference pattern h(x,y),
with values — 1 and 1, is obtained at the P2 plane, which is the
input plane to the JTC. It should be noted that the bipolar dis-
tribution will be symmetric (1 and —1) only if the original binary
distribution has approximately equal numbers of zeros and ones.
The input pattern is displayed on SLM2 and relayed to the input
plane by a second 4-f system. This second 4-f configuration is
useful for obtaining a symmetric presentation of the two patterns
on plane P2.

fTC
PLANE

U

P2

CCDI

f f f 11 f2 f2

Fig. 1. Schematic diagram of JTC learning and pattern recognition
system.

Using optical processing one may present several patterns of
the training set simultaneously. Presenting K such patterns, the
distribution over the input plane P2 can be written in the form

s(x,y) = h(x,y)*(x_xh,y_yh)

+ fj(x,y)*(x—x, yy) , (15)

where (xh ,yh) denote the center coordinates of the reference
pattern and (x,,y,) is the center position of the ith input pattern.
The FT of this pattern is obtained over plane P3 , which is
observed by the camera CCD1 . The intensity distribution
I5'(',')I2 is displayed on SLM3 and Fourier transformed to

(14) plane P4. Denoting the Fourier transform operator by , the
distribution over the correlation plane is given by

P(x', y') = 9S(w,w)I2 (16)

and is observed by camera ,CCD2. It should be noted that in a
practical system one may use time sharing'6 to implement the
two parts of the system with a single SLM and CCD camera.
The computer samples the proper region for each correlation
intensity lCfh(x' , y')I and computes Eqs. (3), (4), and (7) to
search for an EOF, or Eqs. (1 1) and (12) to search for a maximum
PPR reference. Thus the optimization algorithm can be imple-
mented within the electro-optical system that will be used af-
terwards for the recognition tasks.

The main advantage of using this system in order to generate
synthetic reference patterns as compared to pure digital process
is a substantial reduction in learning time. This is achieved by
the instantaneous Fourier transform and parallel processing of
the whole correlation function Cf,h. In addition, this procedure
takes into account the actual system parameters, and distortions
are automatically corrected. Some of the experimental results
are described in the next section.

4. SYNTHESIS AND PERFORMANCE EXPERIMENTS

In the preliminary experiments described here part of the system
in Fig. 1 was implemented digitally, leading to intensive com-
putations. Therefore, in these demonstrative experiments, rel-
atively small training sets were used. The realization of the
complete electro-optical architecture with much larger training
sets is under way and will be reported in a later publication.
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Fig. 3. Reference patterns generated by (a) EOF method and (b) PPR
method.

The input patterns were generated on a matrix with N X N =
8 X 8 pixels within an input plane containing 64 x 64 pixels. The
training set contained the three patterns shown in Fig. 2, with
the reference pattern generated to detect Fig. 2(a) and reject the
other two. The substantially different pattern [Fig. 2(c)] was
included in the learning process to demonstrate that the system
is able to cope with a larger training set. Distinction between
this pattern and Fig. 2(a) is naturally not difficult. Thus in the
following description of the results no correlations with that
pattern are presented. The initial reference pattern for the two
iterative processes described in Sec. 2 was a constant,

ho(x,y) = 1

which is a choice as good as any other. This assumption was
supported by experiments with different initial conditions, such
as a conventional matched filter.

Figures 3(a) and 3(b) are the two reference patterns generated
by computer simulation of the system in Fig. 1 , according to
Eqs. (7) and (12), respectively. A black pixel represents 1 and
a white pixel represents — 1 . For comparison, the result of a
conventional JTC with Figs. 2(a) and 2(b) as inputs and Fig.
2(a) as reference is shown in Fig. 4(a). The improved discrim-
ination using the pattern of Fig. 3(a) is shown in Fig. 4(b), with
a similar result for the reference pattern in Fig. 3(b). Quantifying
the discrimination by the ratio between the detection peak and
the rejection peak, we obtained 2.5 for the conventional JTC
[Fig. 4(a)] and 6.25 for the synthetic reference pattern [Fig.
4(b)].

To test the performance in the laboratory we built the system
shown in Fig. 5. In this preliminary experiment the learning
stage to generate the reference pattern h was performed on a
digital computer. The final binary reference pattern was plotted
by a laser printer and reduced photographically. Both the input
and reference patterns were presented on slides and projected
onto the JTC input plane using a Mach-Zehnder configuration.

Ml

BS2PE

t

BSI
M2

SLM

Fig. 5. Experimental system. Mach-Zehnder configuration super-
poses the input plane F1 and reference pattern hr. The joint transform
is recorded by camera CCDI and displayed on the SLM. Correlation
plane is observed by CCD2.

Thelayout appearing on the JTC plane is shown in Fig. 6. Figure
7 illustrates the spatial spectrum observed by CCD1 (plane P3).

In the first experiment, the final FT (to plane P4 of Fig. 1)
was performed digitally. The output correlation regions are shown
in Fig. 8, where Figs. 8(a) and 8(b) correspond to the correlations
with the synthetic patterns of Fig. 3(a) and Fig. 3(b), respec-
tively, presented in their binary form over the input plane. The
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(a) (b) (c)

Fig. 2. Patterns of training set. Pattern in Fig. 2(a) is to be detected against the others.

(b)

(a)

(b)

Fig. 4. Computer simulations with Figs. 2(a) and 2(b) on the input
plane with (a) Fig. 2(a) as reference and (b) Fig. 3(a) as reference.
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Reference

Fig. 6. Input and reference layout on JTC input plane of Fig. 5.

Fig. 7. Intensity distribution on the Fourier plane P3 observed by
CCDI.

Fig. 8. Output plane distribution with the last FT performed digitally:
Reference patterns were (a) Fig. 3(a), (b) Fig. 3(b), and (c) Fig. 2(a).

T
Fig. 10. Second training set.
Reference pattern was gener-
ated to discriminate upper class
against lower class.

comparison with a conventional procedure [Fig. 2(a) as refer-
ence] is shown in Fig. 8(c). The measured ratio between the
intensity of the correlation peak and the cross-correlation peak
was about 3.5 , while with the synthetic reference patterns the
corresponding ratio was about 6. 3 . Theperformance of the com-
plete system, with the power spectrum of Fig. 7 presented on a

well-corrected SLM and Fourier transformed optically, is mdi-
cated by the output plane distribution shown in Fig. 9.

The capability of the system to cope with phase distortions
in the SLM and a more difficult training set was tested by
computer simulation experiments. In these experiments the train-
ing set of Fig. 10 was used to generate a reference pattern for

OPTICAL ENGINEERING / September 1 990 / Vol. 29 No. 9 / 1 105

(a)

(b)

(c)

Fig. 9. Output plane distributions, as in Fig. 8(a), but with the last step performed optically.
Intensity distribution is shown along scan line.
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the detection of the two patterns in the upper row and rejection
of those in the lower row. Assuming a very bad SLM, two
values of a uniform random distribution of phases were assigned
to each pixel independently. One phase value corresponded to
a pixel in the ' ' 1 ' ' state, while the second phase value (inde-
pendent of the first one) corresponded to the pixel in the '' — 1"

state. The resulting phase distribution over the whole SLM mul-
tiplied the ideal transfer function during each iteration and the
final state. Using the PPR method to generate the reference
pattern, the output plane distribution of Fig. 1 1 was obtained.
As expected for this difficult training set, a lower discrimination
was obtained than in the earlier experiment. The detection/re-
jection ratio was 2.6. It is interesting to note that the same
experiment with no phase distortions resulted in a ratio of
only 2.25.

5. CONCLUSIONS

We introduced an iterative learning system for the design of
synthetic reference patterns to be employed in a JTC. The high
discrimination capability of these reference patterns was dem-
onstrated by computer simulations and laboratory experiments.
In our preliminary experiments the iterative generation of the
reference pattern was done by digital computer, but the pattern
recognition process was performed optically in real time. Further
investigation, now under way, involves the implementation of
the whole learning process on the JTC itself as indicated in
Fig. 1.

The hybrid learning architecture is very promising because it
is very fast, performing all the Fourier transforms optically, and
takes into account the actual system parameters. Thus aberrations
and distortions are automatically corrected, as was demonstrated
by our computer simulation experiments . Initial laboratory tests
also support this conclusion.
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Fig. 11. Output plane distribution with phase-distorted reference
pattern (computer simulation).


