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Summary

This work is devoted to the analysis of linear feedback networks with multiple dependent sources. Feedback circuits are widely used in analog circuit design, mainly due to the fact that the circuit characteristics and the closed-loop gain value are highly independent of the operating conditions and the transistor parameters’ variations. Modeling of such networks is very important for exploring the effect of feedback on the network transfer function. An analytical model enables us to apply control theory tools for analyzing the network behavior, as well as proves a better intuitive insight into its operation. Although any linear feedback network can be easily simulated, the obtained solution provides no insight into the network functional structure. These feedback circuits usually comprise many transistors; consequently, their small signal model would naturally include several dependent sources. Unfortunately, the existing theories do not provide analytical and functional models for feedback networks with multiple dependent sources.

The main goal of this work is to develop accurate analytical and functional models for the closed loop gain of linear feedback networks with multiple dependent sources. An additional goal is to study the effect of negative feedback on impedances seen from a pair of arbitrary terminals for such networks. This work also seeks to extend Middlebrook’s formula for simulating return ratio to linear networks with multiple bilateral feedback loops.

The work develops an accurate analytical and functional model for the closed loop gain of linear feedback networks with multiple dependent sources and any number of feedback loops. The result is, a closed loop gain formula containing return
SUMMARY

ratios are obtained in a matrix form. This model describes linear feedback networks with multiple dependent sources analytically, in terms of return ratios. In the general case, in such networks, each dependent source effects, not only its own control signal but also the control signals of the other dependent sources. For reasons of consistency, this work refers to such cross contributions, normalized to the total control signal appearing in the dependent source, as cross return ratios. It is shown that return ratios and cross return ratios can be combined into a general return ratio. To the best of our knowledge, the present work shows for the first time, how to obtain for linear networks with multiple dependent sources a generalized return ratio as a function of network elements. This is achieved by using dissection and superposition in network analysis. Obtaining generalized return ratio, as a function of circuit components, is important for analyzing the network stability. This also turns a stability problem to a Nyquist plot calculation and allows applying other control theory tools.

In order to examine the effect of negative feedback on impedances seen from a pair of arbitrary terminals of linear feedback networks, we described them analytically as a function of return ratios. It has been shown that the Blackman’s formula can be extended to the case of feedback networks with multiple dependent sources. To reach this aim, we revisit the proof of the Blackman’s formula, proved it with a similar manner for feedback networks with two dependent sources and then extended to the case of networks with multiple dependent sources. We also showed that this formula can be written in a convenient matrix form.

As was already mentioned finding return ratio is very important for revealing the effect of feedback on the closed loop-gain function, impedances and stability. Conventionally, the return ratio is found by suppressing all the independent
SUMMARY

network’s sources, assigning a fixed value to the dependent source, and calculating
the signal that returns to its controlling terminals. However, this procedure is not
suitable for simulating electronic circuits or for testing real electronic circuits. An
alternative approach was suggested by Middlebrook and consists in connecting test
sources to the accessible terminals of a transistor or operational amplifier. According
to this method, two partial return ratios $T_v$ and $T_i$ are measured, one for a voltage
injection and the other for a current injection. Then they are translated into the true
loop gain $T$. This method is inaccurate at frequencies near loop gain crossover
when $|T|<1$. This defect is eliminated in an improved method suggested by
Middlebrook. In the method a loop-gain measurement is done by two simultaneous
voltage and current injection at a point of arbitrary impedance ratio. According
to this method two partial return ratios are measured, one $T_v^\prime$ is measured when injected
signals are adjusted to null the current in a particular circuit point and the other
$T_i^\prime$ when the voltage on a dependent source equals zero. Then $T_v^\prime$ and $T_i^\prime$ are
translated into the circuits return ratio. In spite of the original proof of these methods
is based on an ideal feedback model which does not account for nonzero reverse
loop gains, our proof is based on a generic feedback model. As a result it is shown
that two Middlebrook’s formulas can be applied with no approximations to any
linear feedback network with a single dependent source.

As a result of this work, the classical Bode and Blackman methods are extended
to multiple transistor circuits, which are much wider class of circuits. Also the
proposed theory could serve a useful reference to do quick calculations by hand,
thus, to obtain a better intuitive insight into the effect of feedback on the closed loop
network function and circuit impedances.
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Chapter 1

Introduction

Studying of a feedback in electronic circuits is of great demand. Our literature survey shows that almost every analog design book contains chapter devoted to feedback [1]-[9].

The reason for such interest is that circuits with feedback are used widely in analog design. Also all operational amplifier applications rely on feedback concept. The use of feedback in analog circuits gives us the following advantageous:

a. The open loop gain depends on a transistor small signal parameters that are very sensitive to the transistor technology. On the other hand feedback is made from the passive components that can be made arbitrary close to the desired values.

b. Circuit characteristic can be made independent of operating conditions such as supply voltage and temperature.

c. Frequency response and the gain-bandwidth trade-off can be controlled.
d. Signal distortion, which is a result of the nonlinear nature of active devices, can be significantly reduced.

1.1 Linear feedback networks

1.1.1 Closed loop gain in feedback networks with a single dependent source

The ideal feedback system can be represented as a single-loop functional model [1] that can be seen on Figure 1.1. Where \( a \) is the forward gain and \( f \) represents a feedback ratio. It is worth to mention that the blocks \( a \) and \( f \) are unilateral.

Figure 1.1: Ideal feedback functional model with unilateral blocks.

From the scheme, we obtain:

\[
S_0 = a S_e = a \left( S_s - S_0 f \right). \tag{1.1}
\]

Then the ideal closed loop gain is:

\[
A_{cl} = \frac{S_0}{S_s} = \frac{a}{1 + af} = \frac{1}{f + af} = \frac{T}{f + T}. \tag{1.2}
\]
Where \( T = af \) is the loop gain.

When the loop gain \( T \) becomes large compared to unity the closed loop gain approaches:

\[
\lim_{T \to \infty} A_{CL} = \lim_{T \to \infty} \frac{S_0}{S_f} = \frac{1}{f}.
\]  

(1.3)

We receive the closed loop gain depends only on the feedback network, which consists from passive elements that can be made arbitrary close to desired value. As a result, the closed loop gain is independent of variations of the forward gain. The independence of closed-loop gain from the parameters of the active amplifier is the reason of the wide use of operational amplifier in analog circuits.

In contrast to ideal feedback model, most real analog circuits have not only bilateral feedback network but also bilateral forward gain. Therefore we introduce in chapter more deliberate feedback model, based on return ratio. The model describes networks with a single dependent source and was firstly introduced by Bode [10]. In the model, the closed-loop of feedback network is described through return ratio of a dependent source, in the small-signal model of a circuit. The return ratio analysis is often easier than two-port analysis and is topology independent [11]-[13]. It allows us to build functional model of a circuit, where each block can be described in terms of a network elements. As a result, we can derive from it, which elements of a circuit influence on the stability.

In order to introduce Bode feedback model let us consider a feedback amplifier that is shown in Figure 1.2 which consists of linear elements.
Figure 1.2: Feedback amplifier contains linear elements.

\( a_{oc} \) - is a controlled source value.

From the figure

\[ S_{oc} = a_{oc} S_e \]  \hspace{1cm} (1.4)

\[ S_e = B_1 S_y - H S_{oc} \]  \hspace{1cm} (1.5)

\[ S_0 = d S_{in} + B_2 S_{oc} \]  \hspace{1cm} (1.6)

The terms \( B_1, H, d \) and \( B_2 \) are defined by

\[ G = \frac{S_e}{S_s} \bigg|_{S_c=0} = \frac{S_e}{S_s} \bigg|_{a_{oc}=0} \]

\[ d = \frac{S_e}{S_s} \bigg|_{S_c=0} = \frac{S_e}{S_s} \bigg|_{a_{oc}=0} \]

\[ B_2 = \frac{S_s}{S_{in}} \bigg|_{S_c=0} \]

\[ H = -\frac{S_s}{S_{oc}} \bigg|_{S_c=0} \]  \hspace{1cm} (1.7)

\( G \) is a transfer function from the input to the controlling signal and \( d \) is the transfer
function from the input to the output both evaluated with $a_{ol}=0$. $B_2$ is a transfer function from the dependent source to the output and $H$ is a transfer function from the output of the dependent source to the controlling signal times -1, both evaluated with the input source set to zero.

From equations (1.5), (1.6) and $S_{oc} = a_{ol}S_e$ we can find closed-loop gain

$$A_{cl} = \frac{S_o}{S_{in}} = G \frac{a_{ol}B_2}{1 + a_{ol}H} + d$$  \hspace{1cm} (1.8)

According to Body [1] (see Chapter 8) and [10] the return ratio for a dependent source can be found by the following procedure:

1. Set all independent sources to zero.

2. Disconnect the dependent source from the rest of the circuit, which introduces a break in the feedback loop.

3. On the side of the break that is not connected to the dependent source, connect an independent test source $S_i$ of the same sign and type as the dependent source.

4. Find the return signal $S_r$ generated by the dependent source.

The return ratio $T$ for the dependent source is $T = \frac{S_r}{S_i}$. 
The term \( a_{ol} H \) in the denominator of (1.8) is equal to the return ratio. We can show it by setting \( S_x = 0 \), disconnecting the dependent source from the circuit. Connecting a test source \( S_t \) where the dependent source was connected. This is the procedure that was described earlier for finding the return ratio. After these changes, \( s_{oc} = s_t \) and (1.5) becomes

\[
S_e = -HS_t
\]

(1.9)

We became that the output of the dependent source is a return signal \( S_r = a_{ol}S_x = -a_{ol}HS_t \). The return ratio therefore

\[
T = -\frac{S_x}{S_t} = a_{ol}H
\]

(1.10)

The closed loop gain can be expressed in terms of it.
\[ A_{CL} = \frac{S_o}{S_{in}} = G \frac{a_{ol}B_2}{1+T} + d \]  \hspace{1cm} (1.11)

or

\[ A_{CL} = \frac{S_o}{S_{in}} = \frac{g}{1+T} + d \]  \hspace{1cm} (1.12)

\[ g = G \cdot a_{ol}B_2 \]  \hspace{1cm} (1.13)

Definition \( DSF = 1 + T \) is desensitivity factor or amount of feedback.

The feedback is negative if it decreases the closed loop gain, then \(|DSF| > 1\) and the feedback is positive if it increases the closed loop gain, then \(|DSF| < 1\). Obviously if the feedback is absent \(|DSF| = 1\).

Combining terms in (1.12) we become

\[ A_{CL} = \frac{g}{1+T} + d = A_w \frac{T}{1+T} + \frac{d}{1+T} \]  \hspace{1cm} (1.14)

With definition:

\[ A_w = \frac{g}{T} + d \]  \hspace{1cm} (1.15)

A functional model for the closed-loop gain formula can be seen on Figure 1.4.
**Figure 1.4:** A functional model for the closed-loop gain formula.

**Example**

As an example to finding return ratio \( T \) we consider common collector amplifier that is shown in Figure 1.5.

\[
\begin{align*}
    i_b &= - \frac{R_E \parallel r_o}{R_E \parallel r_o + h_{ie}} i_i \quad (1.16) \\
    i_r &= h_{ie} i_b \quad (1.17) \\
    T &= - \frac{i_r}{i_i} = - \frac{h_{ie} i_b}{i_i} = h_{ie} \frac{R_E \parallel r_o}{R_E \parallel r_o + h_{ie}} \quad (1.18)
\end{align*}
\]
1.1.2 Impedances of feedback networks with a single dependent source

Feedback affects input and output impedances of a circuit [14]. An expression of finding the impedance at an arbitrary port \( x \) in a feedback network is called Blackman’s formula (1.19). In the formula impedance is expressed in terms of the returned ratio. This formula can be used with arbitrary linear network with no more than one controlled source. The derivation of this formula can be found in [1].
\[ R_X = R_X (a_{ol} = 0) \frac{1 + T(\text{short\ circuit})}{1 + T(\text{open\ circuit})} \] (1.19)

Where \( R_X (a_{ol} = 0) \) - is an impedance of the port \( x \) with suppressed dependent source, \( T(\text{short\ circuit}) \) - is a return ratio with the port \( x \) short circuit, \( T(\text{open\ circuit}) \) - is a return ratio with the port \( x \) open circuit. The return ratios are computed with respect to the same controlled source. An advantage of the formula is that we can use it with any type of feedback in linear circuit.

**Example**

As an example to finding impedance of input port we consider common collector amplifier see Figure 1.5.

\[ R_X (a_{ol} = 0) = R_X (h_{fe} = 0) = h_{re} + R_E \parallel r_o \] (1.20)

When input port is shorted we have the same circuit like in the previous example Figure 1.5 (c):

\[ T(\text{short\ circuit}) = \frac{i_c}{i_i} = -\frac{h_{fe}i_e}{i_e} = h_{re} \frac{R_E \parallel r_o}{R_E \parallel r_o + h_{re}} \] (1.21)

\[ T(\text{open\ circuit}) = 0 \] (1.22)

\[ R_X = h_{re} + (1 + h_{re})(R_E \parallel r_o) \] (1.23)
1.1.3 Feedback networks with multiple dependent sources

1.1.1.1 The closed-loop transfer-function matrix of the multiple-loop feedback amplifier

In this section the analysis of feedback networks with multiple dependent sources reviewed, that was introduced by Chen in [9], (see Chapter 32). He introduces the concept of return difference matrix for a multiplicity of controlled sources. The model is based on representation of electrical network in a matrix equation form. From the solution of this matrix equation we can extract the closed loop gain.

In order to find transfer matrix of a network, we will study a general configuration of a multiple-input, multiple-output and multiple-loop feedback amplifier shown in Figure 1.6.

Figure 1.6: The general configuration of a multiple-input, multiple output and multiple-loop feedback amplifier.
In the scheme, the input, output and feedback variables may be either currents or voltages.

\( u(s) \) - is \( n \) dimensional input vector and \( y(s) \) - is \( m \) dimensional output vector.

\[
\begin{align*}
\begin{bmatrix}
  u_1 \\
  u_2 \\
  \vdots \\
  u_{n-2} \\
  u_{n-1} \\
  u_n
\end{bmatrix}
= 
\begin{bmatrix}
  I_{s1} \\
  I_{s2} \\
  \vdots \\
  I_{sk} \\
  V_{s1} \\
  V_{s2} \\
  \vdots \\
  V_{s(n-k)}
\end{bmatrix}
, \\
\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_{m-2} \\
  y_{m-1} \\
  y_m
\end{bmatrix}
= 
\begin{bmatrix}
  I_1 \\
  I_2 \\
  \vdots \\
  I_{r+1} \\
  V_{r+1} \\
  \vdots \\
  V_m
\end{bmatrix}
\end{align*}
\]

\( X \) - is the matrix of order \( p \times q \) that relates the controlled and controlling variables.

The matrix represents the dependent sources.

\( \Phi \) - is a \( p \) dimensional controlling vector and \( \Theta \) - is a \( q \) dimensional controlled vector of either currents or voltages.

The \( \phi_k \) elements of \( \Phi \) is a controlling variables while \( \theta_k \) elements of \( \Theta \) is a controlled variables of the dependent sources.

\[
\Theta = X \cdot \Phi \tag{1.24}
\]

Feedback amplifier can be represented in more convenient way see Figure 1.7.
If \( X \) represents parameters of the dependent sources \( \Theta \) and \( \Phi \) are of the same dimension. In the block diagram of feedback model Figure 1.7 vectors \( u \) and \( \theta \) are inputs and \( y \) and \( \phi \) its outputs. Because the network is linear we can write matrix equations:

\[
\Phi = A\Theta + Bu \quad (1.25)
\]
\[
y = C\theta + Du \quad (1.26)
\]

\( A, B, C \) and \( D \) are transfer-function matrices of dimensions \( p \times q, p \times n, m \times q \) and \( m \times n \) respectively.

The closed-loop transfer-function matrix of the multiple-loop feedback amplifier of order \( m \times n \) is defined by

\[
y = W(X)u \quad (1.27)
\]

In order to get the equation for \( W(X) \) we combine the equations (1.24), (1.25) and (1.26).

**Figure 1.7**: The block diagram of the general feedback configuration.
\[ \Phi = (I_p - AX)^{-1} Bu \]  
(1.28)

\[ y = CX(I_p - AX)^{-1} Bu + Du \]  
(1.29)

Finally applying (1.27) we have:

\[ W(X) = D + CX(I_p - AX)^{-1} B \]  
(1.30)

\( I_p \) is \( p \times p \) identity matrix.

Alternatively we can write (1.30):

\[
W(X) = D + CX(I_p - AX)^{-1} X^{-1}XB = D + CX \left((X^{-1}X)^{-1}(I_p - AX)\right)^{-1} B \\
= D + CX \left(X^{-1}X(I_p - AX)\right)^{-1} B = D + CX \left(X^{-1}X(I_p - AX)\right)^{-1} B \\
= D + CX \left(X^{-1}(X - XAX)\right)^{-1} B = D + CX \left(X^{-1}(I_q - XA)X\right)^{-1} B \\
= D + CX X^{-1}(I_q - XA)^{-1} XB = D + C \left(I_q - XA\right)^{-1} XB
\]

(1.31)

We can summarize:

\[ W(X) = D + C \left(I_q - XA\right)^{-1} XB \]  
(1.32)

Where we have use the matrix property \((AB)^{-1} = B^{-1}A^{-1}\) when \(A, B\) are non-singular matrixes.

Obviously \(W(0) = D\) and \(y = Du\) means that closed loop is composed of a direct transmission only.

When \(X\) square and nonsingular, equation (1.32) can be written as:
\[
W(X) = D + C(X^{-1} - A)^{-1}XB = D + C(X^{-1} - A)^{-1}X^{-1}XB
\]
(1.33)

\[
W(X) = D + C(X^{-1} - A)^{-1}B
\]
(1.34)

Example

We will solve double-transistor amplifier circuit with this method.

![Double Transistor Amplifier Circuit](image)

**Figure 1.8:** (a) Double Transistor Amplifier Circuit. (b) Small Signal Model of Double Transistor Amplifier Circuit with the values of dependent sources \( I_a = h_{fe1}i_{b1} \) and \( I_b = h_{fe2}i_{b2} \).

The following parameters values are used for this model.

\[ R_C = 1.3k\Omega, R_E = 1k\Omega, R_f = 8k\Omega, R_B = 2200\Omega \]

\[ h_{m1} = h_{m2} = 23.5k, h_{fe1} = h_{fe2} = 287, r_{o1} = r_{o2} = 254\Omega \]
\[ X = \begin{bmatrix} h_{fe1} & 0 \\ 0 & h_{fe2} \end{bmatrix} = \begin{bmatrix} 287 & 0 \\ 0 & 287 \end{bmatrix} \]  

Equation (1.24) can be written as:

\[ \begin{bmatrix} I_a \\ I_b \end{bmatrix} = \begin{bmatrix} 287 & 0 \\ 0 & 287 \end{bmatrix} \begin{bmatrix} i_{b1} \\ i_{b2} \end{bmatrix} = X \Phi \]  

Assume that the output voltage \( v_o \) and input current \( I_B \) are the output variables. The seven port network \( N \) is defined by the variables \( I_a, I_b, i_{b1}, i_{b2}, v_o, I_B \) and \( v_s \). The matrix equations (1.25) and (1.26) of the network are:

\[ \Phi = \begin{bmatrix} i_{b1} \\ i_{b2} \end{bmatrix} = A \begin{bmatrix} I_a \\ I_b \end{bmatrix} + B [v_s] \]  

\[ y = \begin{bmatrix} v_o \\ I_B \end{bmatrix} = C \begin{bmatrix} I_a \\ I_b \end{bmatrix} + D [v_s] \]  

According to (1.27)

\[ y = W(X)u \]

\[ W(X) = \begin{bmatrix} w_0 \\ w_1 \end{bmatrix}, \quad A_{ij} = \frac{v_o}{v_s} = w_0, \quad Z_m = \frac{v_s}{I_B} = \frac{1}{w_1} \]  

From solving the circuit in Figure 1.8 (b) where \( i_{b1} \) is a current on \( h_{c1} \) and \( i_{b2} \) is a current on \( h_{c2} \) we become (1.37) and (1.38) with the following values:
\[
\begin{bmatrix}
 i_{b_1} \\
 i_{b_2}
\end{bmatrix} = \begin{bmatrix}
 -3.804 \times 10^{-3} & 7.016 \times 10^{-3} \\
 -506.290 \times 10^{-3} & -16.918 \times 10^{-3}
\end{bmatrix}
\begin{bmatrix}
 I_a \\
 I_b
\end{bmatrix}
+ \begin{bmatrix}
 0.031 \times 10^{-3} \\
 0.002 \times 10^{-3}
\end{bmatrix}
\begin{bmatrix}
 v_f 
\end{bmatrix}
\] (1.40)

\[
\begin{bmatrix}
 v_o \\
 I_a
\end{bmatrix} = \begin{bmatrix}
 -21.992801 & -1195.184378 \\
 0.040637 & -0.074939
\end{bmatrix}
\begin{bmatrix}
 I_a \\
 I_b
\end{bmatrix}
+ \begin{bmatrix}
 3.897 \times 10^{-3} \\
 0.115 \times 10^{-3}
\end{bmatrix}
\begin{bmatrix}
 v_f 
\end{bmatrix}
\] (1.41)

Finally from the substitution of \( A, B, C \) and \( D \) matrix values from (1.40) and (1.41) into (1.34) we became:

\[
W(X) = \begin{bmatrix}
 5190.445 \times 10^{-3} \\
 0.246 \times 10^{-3}
\end{bmatrix}
\]

\[ A_{cl} = \frac{v_o}{v_f} = 5.190445 \]

\[ Z_{in} = \frac{v_f}{I_B} = \frac{1}{w_1} = 2232.578413 \Omega \]

### 1.1.1.2 The return difference and null return difference matrixes

In order to introduce the return difference matrix let us study matrix flow graph of a system of matrix equations (1.24), (1.25) and (1.26) from the previous section.

![Figure 1.9: (a) Fundamental matrix flow graph, (b) Matrix flow graph with zero input vector and break in the branch with transmittance \( X \).](image-url)
In Figure 1.9 (b) we set the input vector $u$ to zero, break the input of the branch with transmittance $X$ and apply a signal $p$ – vector $g$ to the right of the breaking mark. The returned signal $p$– vector $h$ to the left of the breaking mark is

$$h = AXg$$

(1.42)

$AX$ – is loop-transmission matrix.

The return ratio matrix is:

$$T(X) = -AX$$

(1.43)

The difference between the applied signal $g$ and returned signal $h$ is given by the following formula:

$$g - h = (1_p - AX)g$$

(1.44)

The return difference matrix with respect to $X$ is:

$$F(X) = 1_p - AX$$

(1.45)

In another form using (1.43) and (1.45) we have

$$F(X) = 1_p + T(X)$$

(1.46)
For the circuit from previous example the return ratio matrix is:

$$T(X) = -AX = \begin{pmatrix} 1.091837 & -2.013463 \\ 145.305252 & 4.855334 \end{pmatrix}$$  \hfill (1.47)

Similar to the return difference matrix the null return difference matrix can be defined. In fundamental matrix flow graph on Figure 1.9 (b) input vector $u$ is adjusted such that the output vector $y$ is zero:

$$Du + CXg = 0$$  \hfill (1.48)

$$u = -D^{-1}CXg$$  \hfill (1.49)

With such an inputs $u$ and $g$ the return signal is

$$h = Bu + AXg = \left(-BD^{-1}CX + AX\right)g$$  \hfill (1.50)

The null return difference matrix with respect to $X$ is:

$$\hat{G}(X) = g - h = I_p - AX + BD^{-1}CX = I_p - \hat{A}X$$  \hfill (1.51)

The null return ratio matrix $\hat{G}(X)$ is a square matrix:

$$\hat{G}(X) = -AX + BD^{-1}CX = -\hat{A}X$$  \hfill (1.52)

$$\hat{A} = A - BD^{-1}C$$  \hfill (1.53)
Example

From the double-transistor amplifier circuit, we define vector $y$ to be $v_o$ is output voltage, and then instead (1.41) we have:

$$ y = \begin{bmatrix} v_o \\ I_a \\ I_b \end{bmatrix} = \begin{bmatrix} -21.992801 \\ -1195.184378 \end{bmatrix} + \left( 3.897 \times 10^{-3} \right) \begin{bmatrix} v_s \end{bmatrix} \tag{1.54} $$

From (1.54):

$$ C = \begin{bmatrix} -21.992801 \\ -1195.184378 \end{bmatrix}, \quad D = \left( 3.897 \times 10^{-3} \right) $$

Substituting these into (1.53) with $A$ and $B$ from (1.40) we have:

$$ \hat{A} = A - BD^{-1}C = \begin{bmatrix} 175.477 \times 10^{-3} & 9749.945 \times 10^{-3} \\ -497.116 \times 10^{-3} & 481.629 \times 10^{-3} \end{bmatrix} \tag{1.55} $$

The null return difference matrix (1.51) with respect to $X$ is:

$$ \hat{F}(X) = I_z - \hat{A}X = \begin{bmatrix} -49.361921 & -2798.234262 \\ 142.672360 & -137.227477 \end{bmatrix} \tag{1.56} $$

### 1.1.1.3 Useful impedance matrix relationship formulas

For network with single dependent source we have seen the Blackman formula (1.19) that can be rewritten according to [9] chapter 30 as:

$$ z(x) = z(0) \frac{f(\text{input short circuit})}{f(\text{input open circuited})} \tag{1.57} $$
$z(x)$ - is an input impedance looking into a terminal pair and $x$ - represents the controlling parameter of a controlled source in a single-loop feedback amplifier. When in (1.57) scalar $f(\cdot)$ denotes the return difference.

A useful relationship between determinants is:

$$\det W(X) = \det W(0) \frac{\det \hat{F}(X)}{\det F(X)} \quad (1.58)$$

A proof of it can be found in [9]. The expression (1.58) can be used to derive an expression of a general Blackman formula. If $W(X)$ denotes the impedance matrix of an $n$-port network. In this case similar to (1.57) $F(X) = F(\text{input open-circuited})$ and $\hat{F}(X)$ is the return difference matrix with respect to $X$ for the input port-current vector $I_S$ and the output port-voltage vector $V$ under the condition that $V$ is identically zero. Note: In this case output port-voltage vector $V$ is the voltage on the impedance ports, where $I_S$ is the current. We receive $\hat{F}(X) = F(\text{input short-circuited})$ and (1.58) can be written as:

$$\det Z(X) = \det Z(0) \frac{\det F(\text{input short-circuited})}{\det F(\text{input open-circuited})} \quad (1.59)$$

**Example**

For double-transistor amplifier circuit using (1.46) we have:

$$\det F(X) = \det \left[ I_2 + T(X) \right] = 304.815200 \quad (1.60)$$

$$\det \hat{F}(X) = 406004.496874 \quad (1.61)$$
If \( v_i \) is chosen as an input and \( v_o \) as an output:

\[
   w(X) = \frac{v_o}{v_i} = \frac{w(0)}{\det F(0)} = 5.190445
\]

(1.62)

Where \( w(0) = d_o = 3.897 \times 10^{-3} \) is taken from (1.41).

The result is closed loop gain. In a similar manner we can calculate the impedance of an arbitrary port of a network.

### 1.2 Measurements return ratio in SPICE simulations

Practical method of measurement of the loop gain as a function of frequency are given by Middlebrook [15]. The method allows making experimental measurements of a loop gain without opening the loop in circuits with one dependent source.

The original circuit is shown in Figure 1.10 (a). The point of interest in the feedback loop at which the driving signal is represented neither by an ideal voltage source nor by an ideal current source is represented in Figure 1.10 (b). The driving signal is represented as Norton equivalent.

Expression for loop gain \( T \) can be simply obtained by current injection at point A, see Figure 1.10 (b). However, in the real network, the point A is not accessible. The accessible point B is with an arbitrary impedance ratio \( z_2 / z_1 \). Voltage injection from a non-ideal voltage source with impedance \( z_v \) is shown in Figure 1.11 (a). The injection must be done in such a way that \( v_2 = v_x + v_y \). By measurement of the voltages \( v_y \) and \( v_x \) we become a ratio \( T_y = v_y / v_x \).
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Figure 1.10: (a) Feedback circuit with the focus on point of interest, in measurement of loop gain by single voltage injection. (b) Original equivalent feedback circuit that was used by Middlebrook in his proof of return ratio formula from successive voltage and current injection.

\[ T_v = \left( G_m + \frac{1}{z_1} \right) z_2 = \left( 1 + \frac{z_2}{z_1} \right) T + \frac{z_2}{z_1} \]  \hspace{1cm} (1.63)

Then a current injection from a non-ideal current source of impedance \( z_i \) is performed, that shown on Figure 1.11 (b). The injection signal must satisfy \( i_z = i_x + i_y \). By measurement of the currents \( i_x \) and \( i_y \) we become \( T_i = i_y / i_x \).

\[ T_i = \left( G_m + \frac{1}{z_2} \right) z_1 = \left( 1 + \frac{z_1}{z_2} \right) T + \frac{z_1}{z_2} \]  \hspace{1cm} (1.64)
True loop gain $T$ of a circuit from Figure 1.10 (b) is given by:

$$T = G_m(Z_1 \parallel Z_2)$$

(1.65)

Combining (1.63) and (1.64) the loop gain is:

$$T = \frac{T_i T_j - 1}{2 + T_i + T_j}$$

(1.66)

The disadvantage of this method is that it can be used only for ideal feedback model. That means that only for the circuits with reverse one literal loop gain [16]. However, most of electrical circuits with one dependent source have several bilateral
feedback loops. Therefore it is important to widespread this method to such networks.

In his further work Middlebrook describes general feedback theorem for measurement of a closed loop gain and its components [16]. The GFT does not start from a functional model but is developed on a general property of a linear system. According to this property, called the dissection theorem, any “first level” transfer function of a linear system can be dissected into a combination of three “second level” transfer functions. The “second level” transfer functions are generally calculated with circuit simulator and in some cases can not be calculated in analytical way. Therefore this method is out of scope of our work.

1.3 Superposition with dependent sources

In this section we will reexamine the topic of superposition in networks with dependent sources that will be used in this work. The fact is that most widely used circuit books say that we can’t deactivate a dependent source when making superposition in a circuit [17]-[21]. That is also learned in most introductory electrical engineering courses.

The proof that superposition of dependent sources can be done analyzing active circuits is published in [22] and [23].

Consider the dependent sources on Figure 1.12 (a) and (b).
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\[ v = \begin{cases} \mu v, \\ or \\ \frac{r}{i} \end{cases} \]

\[ i = \begin{cases} \beta i, \\ or \\ g_{\alpha} v \end{cases} \]

Figure 1.12: (a) Dependent voltage/ current - controlled voltage source $v \rightarrow i$ characteristics, (b) dependent current/ voltage -controlled current source with there $v \rightarrow i$ characteristics.

From circuit theory every element is defined completely by its $v \rightarrow i$ characteristic. We can see from Figure 1.12 that $v \rightarrow i$ characteristic of any type of dependent source is exactly the same as that of the corresponding type of independent one. Only the value of dependent source depends upon another circuit variable.

We can think that the dependency relation of a dependent source is labeled on it. Then we place a piece of masking tape with the symbol $v_c$ for a dependent voltage source or $i_c$ for a dependent current source over that label. This procedure is called “taping” and temporarily converts a dependent source into an independent one of the same type with unknown value $v_c$ or $i_c$. Then the circuit is analyzed in a way one would analyze an equivalent circuit with all sources are of the independent type. After writing of circuit equations, we “untape” the dependent sources and expressing their values in terms of the unknowns.

As an example let us analyze the circuit on Figure 1.13 (a). The goal is to find $i$. 

\[ i \]
Using superposition on all the sources on Figure 1.13 (b) we have

\[ v_x = \frac{1}{6}v_s + \frac{5}{2}i_s + \frac{1}{2}i_c \quad (1.67) \]

\[ i = -\frac{1}{18}v_s + \frac{1}{6}i_s + \frac{5}{6}i_c \quad (1.68) \]

If we “untape” the dependent source and use (1.67) we have

\[ i_c = g_m v_s = \frac{g_m}{6}v_s + \frac{5g_m}{2}i_s + \frac{g_m}{2}i_c \quad (1.69) \]
\[ i_c = \frac{g_m}{3(2-g_m)} v_c + \frac{5g_m}{2-g_m} i_c \text{ with } g_m \neq 2 \]  

(1.70)

If \( g_m = 2 \) there are infinite number of solutions.

From (1.68) and (1.70)

\[ i = \frac{3g_m - 1}{9(2-g_m)} v_c + \frac{12g_m + 1}{3(2-g_m)} \]  

(1.71)

It can be verified that solving this circuit without superposition by KCL and KVL methods gives the same result.

Another argument for superposition of dependent sources is that when we write a matrix linear equation for the circuit \( G\bar{v} = \bar{v}_s \), in the circuit without “taping” Figure 1.13 (a) a dependent source can be seen on the left hand side of matrix equation as a function of arguments of \( \bar{v} \) (1.72).

\[
\begin{bmatrix}
\frac{1}{2} & -\frac{1}{6} & 0 \\
-g_m & -\frac{1}{6} & -\frac{1}{3} \\
g_m & -\frac{1}{3} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
\nu_1 \\
\nu_2 \\
\nu_3
\end{bmatrix}
= 
\begin{bmatrix}
i_s \\
\frac{1}{3} \nu_1 \\
\frac{1}{3} \nu_3
\end{bmatrix}
\]

(1.72)

On the other hand, when we have circuit with “taping” Figure 13 (b), we considered the dependent source as an independent with the value \( i_c \) and obviously we can apply superposition for such circuits. Then equation \( G\bar{v} = \bar{v}_s \) is of the form:
When we substitute to the last equation \( i_c = g_m v_x = g_m v_1 \) and after rearranging we became the same equation as in (1.72). As a conclusion we can make superposition of dependent sources in an active circuit.

### 1.4 Research Objectives

The aim of the present work is to develop exact analytical and functional models for the closed loop gain of linear feedback networks with multiple dependent sources. Additional goal is to examine the effect of negative feedback on impedances seen from a pair of arbitrary terminals for such networks. Another goal is to extend Middlebrook’s formula for simulating return ratio to linear networks with multiple bilateral feedback loops. Such networks are very common among analog circuits. The method allows measurement of return-ratio without opening the loop and changing operation point of a circuit.

### 1.5 Method

In all proofs in our work we use generic linear circuits. Such circuits can have bilateral feedback loops and in this way making our proofs valid for general linear networks.

We use superposition of dependent sources, described in this chapter, and dissection throughout network analysis in this work. All those afford us to analyze...
active circuits in a more efficient way and to receive general closed loop gain formula as a function of return ratios.

The classical Bode procedure of finding return ratio is modified and extended by introducing of cross return ratios to much wider class of circuits containing multiple transistors.

In order to check the above theory experimentally several circuits were simulated in Spice. Measurements of components of closed loop function of these circuits were performed. The circuits with bilateral feedback loops were also simulated in Spice in order to illustrate the accuracy of finding a return ratio by applying Middlebrook’s method.
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Modeling Linear Feedback Networks with Multiple Dependent Sources

2.1 Introduction

In this section we suggest a new approach to the description of feedback in linear networks with multiple dependent sources, which is intuitively simple and comprehensible. It involves no approximations and is applicable to linear feedback networks with any number of dependent sources and any number of feedback loops. Any linear feedback network can easily be simulated however the obtained solution provides no insight into the network functional structure. The suggested approach gives parametric equation for closed loop gain function that provides better intuitive insight into feedback network operation, allows building of functional model of a system and applying control theory tools to analyze the stability of it. Because the closed loop function is expressed through the circuit parameters we can see from it what elements of a network influence the stability of it.

Unfortunately, existing literature [24]-[33] suggests exact analytical or functional modeling only for linear feedback networks with a single dependent source. In some cases, feedback networks with two or more dependent sources can be approximated
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by models based on a single dependent source. It is not always clear, however, how accurate this approximation is.

The proposed approach is based on the 'return ratio' concept [1] and superposition of depended sources that was proved in the previous section.

With the help of superposition we can easily find all the partial open-loop gains and to translate them into the closed loop gain.

Return ratios, $T_i$, describe the contribution of dependent sources to their own control terminals. To consider contributions of each dependent source to the control terminals of other dependent sources in a network, we introduce cross return ratios $T_{ij}, i \neq j$. This allows us to extend the canonical Body feedback model [10] to linear networks with multiple dependent sources.

Moreover, we show that the return ratios $T_i$ and cross return ratios $T_{ij}$ can be written as a return ratio matrix and can be combined into a generalized return ratio $T_{\Sigma}$. With the help of generalized return ratio we can analyze the stability of the network.

Firstly we revisit the modeling of linear feedback networks with a single dependent source, and then develop models for linear feedback networks with two and three dependent sources. Following the proposed approach, we extend the developed models to feedback networks with multiple dependent sources.

2.2 Feedback networks with a single dependent source

Let us consider a generic linear feedback network with a single dependent source, as shown in Figure 2.1 (a).
Figure 2.1: Finding the partial open-loop gains of a generic single-transistor circuit by applying superposition. (a) Original network. (b) The network, where the independent source is the only active one. (c) The network, where the equivalent independent source $a_{OL} s_e$, replacing the dependent source, is the only active one.
To define the partial open-loop gains we use the superposition of dependent sources, the method that was proved in the previous chapter. We first find the contributions of the independent source $s_\epsilon$, to the control terminal of the dependent source $s_\epsilon$ and output $s_o$ signals. To do this, we suppress the dependent source as shown in Figure 2.1 (b). The contributions of the independent source to the control and output signals are $s'_\epsilon$ and $s'_o$ respectively.

To find the contributions of the dependent source, $a_{ol}s_\epsilon$ we suppress the independent source and force the dependent source to have its value from original circuit Figure 2.1 (a) the resulting circuit is on Figure 2.1 (c). The contributions of the dependent source to the control and output signals are $-s''_\epsilon$ and $s''_o$ respectively.

We note, that the signals in Figure 2.1 with the prime symbol correspond to the case, where the independent source is the only active one, and the signals with the double prime symbol correspond to the case, where the dependent source is the only active one.

The return ratio can be found more easily, then in the procedure that was described in chapter 1.1.1 and in [10]. The original procedure of finding return ratio was described in introduction chapter and is depicted on Figure 1.3. The return ratio is:

$$T = \frac{s_o}{s_\epsilon}$$  \hspace{1cm} (2.1)
Figure 2.2: Generic single-transistor circuit for finding of return ratio.

Let us investigate the circuit on Figure 2.2, with the independent source set to zero, and the dependent source is substituted with the independent one with the value of dependent one in the original circuit. We define a transfer function \( H_o \) to be \( H_o = -\frac{s_r}{s_{oc}} \). On the other hand from the Figure 1.3: \( H_o = -\frac{s_e}{s_t} \)

And form Figure 1.3 (a):

\[
\begin{align*}
    s_r &= a_{OL} s_e \quad \text{and} \quad s_e = -H_o s_t, \quad s_r = -a_{OL} H_o s_t
\end{align*}
\]  \hfill (2.2)

On the other side from Figure 2.2:

\[
    s_r' = -H_o a_{OL} s_e
\]  \hfill (2.3)

Combining (2.2) and (2.3) we became that

\[
    T = -\frac{s_r}{s_t} = -\frac{s_r'}{s_e}
\]  \hfill (2.4)

We now can define the following open-loop partial gains:
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input transition:
\[ G = \frac{s'_{e}}{s_{e}} \]  
(2.5)

feed forward transmission:
\[ \beta_{fwd} = \frac{s'_{o}}{s'_{e}} \]  
(2.6)

direct transmission:
\[ D \equiv G\beta_{fwd} = \frac{s'_{o}}{s_{e}} \]  
(2.7)

open-loop gain:
\[ A_{OL} = \frac{s'_{o}}{s_{e}} \]  
(2.8)

feedback transition:
\[ \beta = \frac{s''_{e}}{s'_{o}} \]  
(2.9)

return ratio:
\[ T \equiv A_{OL}\beta = \frac{s''_{e}}{s_{e}} \]  
(2.10)

To find the closed-loop gain, with the help of superposition of sources, we combine all the contributions to obtain the original control and output signals:

\[ s_{e} = s'_{e} + s''_{e} = s_{e}G - s_{e}T \]  
(2.11)

\[ s_{o} = s'_{o} + s''_{o} = s_{e}G\beta_{fwd} + s_{e}A_{OL} \]  
(2.12)

From (2.11) and (2.12) we can find the closed loop:

\[ A_{CL} = \frac{s_{o}}{s_{e}} = \frac{s_{e}A_{OL} + s_{e}G\beta_{fwd}}{s_{e}} = \frac{s_{e}A_{OL}}{s_{e}(1+T)} + D \]  
(2.13)

\[ A_{CL} = G\frac{A_{OL}}{1+T} + D \]  
(2.14)

Based on (2.14) and Figure 2.1, a functional model of the feedback can be developed (see Figure 2.3). It is important to note that the functional block \( B \) combines the
feedback and feed forward transmissions, represents a bidirectional feedback network.

![Functional model of the generic single-transistor circuit of Figure 2.1. The block B represents a bidirectional network.](image)

**Figure 2.3:** Functional model of the generic single-transistor circuit of Figure 2.1. The block B represents a bidirectional network.

### 2.3 Feedback networks with multiple dependent sources

#### 1.1.4 Feedback networks with two dependent sources

A generic double-transistor electronic circuit is shown in Figure 2.4. The contributions of all its sources to the original control and output signals can be found by applying superposition:

\[
s_{e1} = s_x G_1 - s_{e1} T_1 - s_{e2} T_{21} \quad (2.15)
\]

\[
s_{e2} = s_x G_2 - s_{e2} T_2 - s_{e1} T_{12} \quad (2.16)
\]

\[
s_o = s_{e1} A_{OL1} + s_{e2} A_{OL2} + s_x D \quad (2.17)
\]

Where
\[ A_{OL1} \equiv \frac{s_{OL1}}{s_{e1}}, \quad A_{OL2} \equiv \frac{s_{OL2}}{s_{e2}}, \quad G_1 \equiv \frac{s_{OL1}}{s_{e1}}, \quad G_2 \equiv \frac{s_{OL2}}{s_{e2}}, \quad T_1 \equiv -\frac{s_{OL1}'}{s_{e1}}, \quad T_2 \equiv -\frac{s_{OL2}'}{s_{e2}}. \]

\[ T_{12} = -\frac{s_{OL2}'}{s_{e1}}, \quad T_{21} = -\frac{s_{OL1}'}{s_{e2}}. \]

\[ \text{Figure 2.4: Defining the partial open-loop gains for a generic feedback network with two dependent sources.} \]

Note that the signals with the double and triple prime symbol correspond to the case, where the only active sources are \( a_{OL1}s_{e1} \) and \( a_{OL2}s_{e2} \) ones, respectively.

Equations (2.15) and (2.16) can be solved for the independent source value:

\[ s_x = \frac{1 + T_1 + T_2 + T_1T_2 - T_1T_{21}}{G_1 + G_1T_2 - G_2T_{21}} s_{e1} \]  \hfill (2.18)

\[ s_x = \frac{1 + T_1 + T_2 + T_1T_2 - T_1T_{21}}{G_2 + G_2T_1 - G_1T_{21}} s_{e2} \]  \hfill (2.19)

Considering (2.17) - (2.19), the closed loop gain can be found as follows:
where

\[ I_1 = G_1 + G_1 T_2 - G_2 T_{12} \]  \hspace{1cm} (2.21)

\[ I_2 = G_2 + G_2 T_1 - G_1 T_{12} \]  \hspace{1cm} (2.22)

\[ T_{\Sigma} = T_1 + T_2 + T_1 T_2 - T_{12} T_{21} \]  \hspace{1cm} (2.23)

Equations (2.20) - (2.23) can be represented as the feedback functional model shown in Figure 2.5.

1.1.5 Feedback networks with three dependent sources

The above analysis of linear feedback networks with two dependent sources can easily be extended to feedback networks with multiple dependent sources. For example, for a generic feedback network with three dependent sources, the control and output signals can be found as follows:

\[ s_{e1} = s_o G_1 - s_{e1} T_1 - s_{e2} T_{21} - s_{e3} T_{31} \]  \hspace{1cm} (2.24)

\[ s_{e2} = s_o G_2 - s_{e2} T_2 - s_{e1} T_{12} - s_{e3} T_{32} \]  \hspace{1cm} (2.25)

\[ s_{e3} = s_o G_3 - s_{e3} T_3 - s_{e2} T_{23} - s_{e1} T_{13} \]  \hspace{1cm} (2.26)

\[ s_o = s_o D + s_{e1} A_{OL1} + s_{e2} A_{OL2} + s_{e3} A_{OL3} \]  \hspace{1cm} (2.27)
Figure 2.5: Functional model of a feedback network with two dependent sources. Note that $A_{OL1} \beta_1 = T_{12}$ and $A_{OL2} \beta_2 = T_{21}$. 
From (2.24) - (2.27), the closed loop gain can be found as follows:

\[
A_{CL} = \frac{s_o}{s_i} = \frac{A_{OL1}1_1}{1+T_{\Sigma}} + \frac{A_{OL2}1_2}{1+T_{\Sigma}} + \frac{A_{OL3}1_3}{1+T_{\Sigma}} + D \tag{2.28}
\]

Where

\[
l_1 = G_1\left[1+T_2(1+T_3)+T_3-T_2T_3\right] + G_2\left[T_{23}T_{31}-T_{21}(1+T_3)\right] + G_3\left[T_{21}T_{32}-T_{31}(1+T_2)\right] \tag{2.29}
\]

\[
l_2 = G_2\left[1+T_1(1+T_2)+T_2-T_{13}T_{31}\right] + G_3\left[T_{12}T_{32}-T_{12}(1+T_2)\right] + G_3\left[T_{12}T_{32}-T_{12}(1+T_1)\right] \tag{2.30}
\]

\[
l_3 = G_3\left[1+T_1(1+T_2)+T_2-T_{13}T_{31}\right] + G_2\left[T_{12}T_{32}-T_{12}(1+T_3)\right] + G_2\left[T_{12}T_{32}-T_{12}(1+T_1)\right] \tag{2.31}
\]

\[
T_{\Sigma} = T_{1}(1-T_{23}T_{32}) + T_{2}(1-T_{13}T_{31}) + T_{3}(1-T_{12}T_{31})
+ T_1T_2 + T_1T_3 + T_2T_3

-T_{12}T_{21} - T_{13}T_{31} - T_{23}T_{32}
+ T_1T_2 + T_1T_3 + T_2T_3 + T_{12}T_{31} + T_{13}T_{21}T_{32} \tag{2.32}
\]

Equations (2.28) - (2.32) can be represented as a feedback functional model shown in Figure 2.6.

1.1.6 General formula for closed-loop gain in feedback networks with multiple dependent sources

We can derive general formula for a closed-loop gain for networks with any number of dependent sources. A generic multiple-dependent sources network is shown in Figure 2.7. For simplicity the return-ratios are shown only for the second dependent source.
Figure 2.6: Functional model of a feedback network with three dependent sources.
Figure 2.7: Defining the partial open-loop gains for a generic feedback network with multiple dependent sources.
In this section we define cross return ratios as:

\[
T_{km} = \frac{s_{ek} \mid s_m = 0, a_k = 0, \ldots, a_n \neq 0}{s_m}; \quad 1 \leq k, m \leq n
\]  

(2.33)

Matrix equations, similar to (1.24) - (1.26) that we used in chapter 1, for the generic network in Figure 2.7 are:

\[
\Theta = X\Phi
\]  

(2.34)

\[
\Phi = A\Theta + Bu
\]  

(2.35)

\[
y = C\Theta + Du
\]  

(2.36)

\(\Theta\) is a controlled vector, consists from the values of the dependent sources.

\(\Phi\) is a controlling vector, consists from the values of the controlling terminals of the dependent sources.

We will use the technique of superposition of the dependent sources, that was described in introduction, in order to find the elements of the matrices \(A, B, C\) and \(D\).

\[
\Theta = \begin{bmatrix}
a_{OL1}s_{x_1} \\
\vdots \\
a_{OLn}s_{x_n}
\end{bmatrix} = \begin{bmatrix}
\Theta_1 \\
\vdots \\
\Theta_n
\end{bmatrix}
\]  

(2.37)

\(\theta_1, \theta_n\) - is a “taping” of dependent sources.
\[ \Phi = \begin{bmatrix} s_{e1} \\ \vdots \\ s_{en} \end{bmatrix} \]  \hspace{1cm} (2.38)

\[ y = \begin{bmatrix} v_{o} \end{bmatrix} \]  \hspace{1cm} (2.39)

\[ u = \begin{bmatrix} v_{s} \end{bmatrix} \]  \hspace{1cm} (2.40)

A, B, C and D are transfer-function matrices of dimensions \( n \times n, n \times 1, 1 \times n \) and \( 1 \times 1 \) respectively. Because of the fact that we are interested in transfer function for simplicity we can set all the values of the gain of the dependent sources \( a_{OL} = 1 \). We have \( n \) dependent sources, so we need to examine \( n+1 \) circuits. We denote with the prime symbol signals in a circuit with \( s_{e} \) active and all the dependent sources are set to zero. For integer \( k \) such that \( 1 \leq k \leq n \) we denote with \( \theta \) symbol signals in a circuit with only one dependent source \( \theta_{k} = a_{OL} \theta s_{ek} \) active and all the other sources are set to zero. Then we have:

- Prime-circuit: \( s_{e} \) - is active, all the dependent sources are set to zero.

\[ B = \begin{bmatrix} s'_{e1} \\ s_{y} \\ \vdots \\ s'_{en} \\ s_{y} \end{bmatrix} = \begin{bmatrix} G_{1} \\ \vdots \\ G_{n} \end{bmatrix} \]  \hspace{1cm} (2.41)

\[ D = \begin{bmatrix} s'_{o} \\ s_{y} \end{bmatrix} = [D] \]  \hspace{1cm} (2.42)

- '1' - circuit: \( \theta_{1} \) - is active, all other sources are set to zero.

We obtain the 1-st column of \( \Lambda \) matrix and the 1-st element of \( C \) matrix.
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\[ a_{11} = \frac{s_{e1}}{\theta_1} = \frac{s_{e1}}{s_{e1}} = -T_1 \]

\[ a_{21} = \frac{s_{e2}}{\theta_1} = \frac{s_{e2}}{s_{e1}} = -T_{21} \]

\[ \vdots \]

\[ a_{n1} = \frac{s_{en}}{\theta_1} = \frac{s_{en}}{s_{e1}} = -T_{n1} \]

\[ c_1 = \frac{s_0}{\theta_1} = \frac{s_0}{s_{e1}} = A_{OL1} \]

- '2' - circuit: \( \theta_2 \) - is active, all other sources are set to zero.

We obtain the 2-nd column of \( A \) matrix and the 2-nd element of \( C \) matrix.

\[ a_{12} = \frac{s_{e1}}{\theta_2} = \frac{s_{e1}}{s_{e2}} = -T_{12} \]

\[ a_{22} = \frac{s_{e2}}{\theta_2} = \frac{s_{e2}}{s_{e2}} = -T_2 \]

\[ \vdots \]

\[ a_{n2} = \frac{s_{en}}{\theta_2} = \frac{s_{en}}{s_{e2}} = -T_{n2} \]

\[ c_2 = \frac{s_0}{\theta_2} = \frac{s_0}{s_{e2}} = A_{OL2} \]

- By analogy we can find other columns of matrices \( A \) and \( C \) from circuits with only one source of \( \theta_1, \ldots, \theta_{n-1} \) active.
• 'n' - circuit: $\theta_n$ - is active, all other sources are set to zero.

We obtain the $n$ column of $A$ matrix and the $n$ element of $C$ matrix.

$$a_{1n} = \frac{s^{n'}_1}{\theta_n} = \frac{s^{n'}_1}{s_{en}} = -T_{1n}$$

$$a_{2n} = \frac{s^{n'}_2}{\theta_n} = \frac{s^{n'}_2}{s_{en}} = -T_{2n}$$

$$\vdots$$

$$a_{nn} = \frac{s^{n'}_n}{\theta_n} = \frac{s^{n'}_n}{s_{en}} = -T_{nn}$$

$$c_n = \frac{s^{n'}_n}{\theta_n} = \frac{s^{n'}_n}{s_{en}} = A_{OLn}$$

We can summarize the following result in the matrix form:

$$A = \begin{bmatrix} -T_1 & -T_{12} & \cdots & -T_{1n} \\ -T_{21} & -T_2 & \cdots & -T_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ -T_{n1} & -T_{n2} & \cdots & -T_n \end{bmatrix} \quad (2.43)$$

$$C = \begin{bmatrix} A_{OL1} & \cdots & A_{OLn} \end{bmatrix} \quad (2.44)$$

$X = I_n$ - is an identity matrix

From (1.43) and (2.43) the return ratio matrix is:

$$T(X) = -AX = \begin{bmatrix} T_1 & T_{12} & \cdots & T_{1n} \\ T_{21} & T_2 & \cdots & T_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ T_{n1} & T_{n2} & \cdots & T_n \end{bmatrix} \quad (2.45)$$
We have seen in chapter 1, that the solution of matrix equations (2.34) - (2.36) is
\[ w(x) = d + c(x^{-1} - a)^{-1} b \] and because of (2.39) it is equal to the closed loop gain:

\[ A_{cl} = \frac{v_o}{v_x} \]

\[ = D + \begin{bmatrix} A_{OL1} & \ldots & A_{OLn} \end{bmatrix} \begin{bmatrix} 1 + T_1 & T_{12} & \ldots & T_{1n} \\ T_{21} & 1 + T_2 & \ldots & T_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ T_{n1} & T_{n2} & \ldots & 1 + T_n \end{bmatrix}^{-1} \begin{bmatrix} G_1 \\ \vdots \\ G_n \end{bmatrix} \]

\[ = D + \begin{bmatrix} A_{OL1} & \ldots & A_{OLn} \end{bmatrix} \begin{bmatrix} G_1 \\ \vdots \\ G_n \end{bmatrix} F(I_n)^{-1} \]

\[ A_{cl} = D + \begin{bmatrix} A_{OL1} & \ldots & A_{OLn} \end{bmatrix} \frac{adjF(I_n)}{detF(I_n)} \begin{bmatrix} G_1 \\ \vdots \\ G_n \end{bmatrix} \] (2.47)

\( F(I_n) \) is a return difference matrix.

The last equation (2.47) is a general formula for a closed-loop gain in a network with \( n \) dependent sources. We have used an identity that for a nonsingular square matrix \( A \), we have \( A^{-1} = \frac{1}{detA} adj(A) \). From this equation we come to an important conclusion, in order to analyze the stability of a network we need to calculate the determinant of return difference matrix, which is composed from return-ratio factors.

**Example A. A Single-Transistor Example Circuit**

Let us solve an elementary common-collector (CC) amplifier (see Figure 2.8) for the closed-loop gain. From Figure 2.8 (c), we obtain:
\[
G = \frac{s'_{e}}{s} = \frac{i'_{b}}{v_{s}} = \frac{1}{h_{ce} + R_{E} \parallel r_{o}} \tag{2.48}
\]

\[
\beta_{fwd} = \frac{s'_{o}}{s'_{e}} = \frac{v'_{o}}{i'_{b}} = \frac{R_{E}}{r_{o}} \tag{2.49}
\]

From Figure 2.8 (d),

\[
A_{OL} = \frac{s''_{o}}{s_{e}} = \frac{v''_{o}}{b_{0}} = h_{je} \left( h_{ce} \parallel R_{E} \parallel r_{o} \right) \tag{2.50}
\]

\[
T = A_{OL} \beta = \frac{s'_{e}}{s_{e}} = \frac{i'_{b}}{i_{b}} = h_{je} \left( \frac{R_{E}}{R_{E} \parallel r_{o} + h_{ce}} \right) \tag{2.51}
\]

Considering (2.48) - (2.51) and (2.14), we finally obtain

\[
A_{CL} = \frac{s_{o}}{s_{e}} = \frac{v_{o}}{v_{s}} = \frac{1}{h_{ce} + R_{E} \parallel r_{o}} \left( h_{je} \left( \frac{R_{E}}{R_{E} \parallel r_{o}} \right) \right) + \frac{1}{h_{ce} + R_{E} \parallel r_{o}} \left( R_{E} \parallel r_{o} \right) \tag{2.52}
\]

The obtained closed-loop gain can be reduced to the well-known value for the elementary CC amplifier:
Figure 2.8: Finding the partial open-loop gains of a single-transistor circuit. (a) Example circuit. (b) Original equivalent small-signal circuit. (c) The “prime” circuit, where the independent source is the only active one. (d) The “double-prime” circuit, where the dependent source is the only active one. Note that the dependent source in (d) is controlled by the $g_{m}$ signal of the original circuit (b).
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\[ A_{CL} = \frac{1}{h_{fe} + R_E \| r_o} \left( \frac{h_{ie} \left( R_E \| r_o \right)}{h_{ie} + R_E \| r_o} + \frac{R_E \| r_o}{h_{ie} + R_E \| r_o} \right) \]

\[ = \frac{R_E \| r_o}{h_{ie} + R_E \| r_o} \left[ \frac{h_{je} h_{ie}}{h_{ie} + R_E \| r_o + h_{je} \left( R_E \| r_o \right)} + 1 \right] \]

\[ = \frac{R_E \| r_o}{h_{ie} + R_E \| r_o} \left[ \frac{h_{je} (1 + h_{je}) r_e}{(1 + h_{je}) r_e + (1 + h_{je}) \left( R_E \| r_o \right)} + 1 \right] \]

\[ = \frac{R_E \| r_o}{h_{je} r_e + r_e + \left( R_E \| r_o \right)} \]

\[ = \frac{R_E \| r_o}{r_e + R_E \| r_o} \] (2.53)

**Example B. A Double-Transistor Example Circuit**

Let us solve a double-transistor amplifier (see Figure 2.9) for the closed-loop gain. From Figure 2.10 (b), we obtain:

\[ G_1 = \frac{s'_{e1}}{s} = \frac{i_{b1}}{v_s} \]

\[ = \frac{1}{R_B + h_{ie} \left( R_f + R_{E2} \left( r_{o2} + R_{C2} \right) \| (h_{ie} + h_{o1}) \right)} \]

\[ \times \frac{R_f + R_{E2} \left( r_{o2} + R_{C2} \right) \| (h_{ie} + h_{o1})}{R_f + R_{E2} \left( r_{o2} + R_{C2} \right) \| (h_{ie} + h_{o1}) + h_{ie}} \] (2.54)

\[ G_2 = \frac{s'_{e2}}{s} = \frac{i_{b2}}{v_s} \]

\[ = \frac{1}{R_B + h_{ie} \left( R_f + R_{E2} \left( r_{o2} + R_{C2} \right) \| (h_{ie} + h_{o1}) \right)} \]

\[ \times \frac{h_{ie}}{R_f + R_{E2} \left( r_{o2} + R_{C2} \right) \| (h_{ie} + h_{o1}) + h_{ie}} \]

\[ \times \frac{R_{E2} \left( r_{o2} + R_{C2} \right)}{R_{E2} \left( r_{o2} + R_{C2} \right) + h_{ie} + h_{o1}} \] (2.55)
\[
D = \frac{s'_o}{s_1} = \frac{v'_o}{v_1} = \frac{1}{R_B + h_{el} \parallel \left[ R_f + R_{E2} \parallel \left( r_{o2} + R_{C2} \right) \parallel \left( h_{e2} + r_{o1} \right) \right]} \times \frac{h_{el}}{R_f + R_{E2} \parallel \left( r_{o2} + R_{C2} \right) \parallel \left( h_{e2} + r_{o1} \right) + h_{el}} \times \frac{R_{E2} \parallel \left( h_{e2} + r_{o1} \right) + R_{C2}}{R_{E2} \parallel \left( h_{e2} + r_{o1} \right) + r_{o2} + R_{C2}} \quad (2.56)
\]

From Figure 2.10 (d),

\[
A_{OL1} = \frac{s'_{o1}}{s_{e1}} = \frac{v'_{e1}}{b_{1}} = -\frac{h_{el} r_{o1}}{r_{o1} + h_{e2} + R_{E2} \parallel \left( r_{o2} + R_{C2} \right) \parallel \left( R_f + R_B \parallel h_{el} \right)} \times \frac{R_{E2} \parallel \left( R_f + R_B \parallel h_{el} \right)}{R_{E2} \parallel \left( R_f + R_B \parallel h_{el} \right) + r_{o2} + R_{C2}} \quad (2.57)
\]

\[
T_1 = -\frac{s'_{e1}}{s_{e1}} = -\frac{i'_{b1}}{i_{b1}} = \frac{h_{el} r_{o1}}{r_{o1} + h_{e2} + R_{E2} \parallel \left( r_{o2} + R_{C2} \right) \parallel \left( R_f + R_B \parallel h_{el} \right)} \times \frac{R_{E2} \parallel \left( R_f + R_B \parallel h_{el} \right)}{R_{E2} \parallel \left( R_f + R_B \parallel h_{el} \right) + r_{o2} + R_{C2}} \quad (2.58)
\]

\[
T_{21} = -\frac{s'_{e2}}{s_{e1}} = -\frac{i'_{b2}}{i_{b1}} = \frac{h_{el} r_{o1}}{r_{o1} + h_{e2} + R_{E2} \parallel \left( r_{o2} + R_{C2} \right) \parallel \left( R_f + R_B \parallel h_{el} \right)} \quad (2.59)
\]

From Figure 2.10 (c),

\[
A_{OL2} = \frac{s'_{o2}}{s_{e2}} = \frac{v'_{o2}}{v_{e2}} = -\frac{h_{el} r_{o3} R_{C2}}{r_{o2} + R_{C2} + R_{E2} \parallel \left( R_f + R_B \parallel h_{el} \right) \parallel \left( h_{e2} + r_{o1} \right)} \quad (2.60)
\]
\[ T_2 \equiv -s e_2 i_{b2} = -s e_2 i_{b2} \]
\[ = -\frac{h_{fe2} r_{o2}}{r_{o2} + R_{C2} + R_{E2} || (R_f + R_B || h_{ie1}) || (h_{ie2} + r_{o1})} \]
\[ \times \frac{R_{E2} || (R_f + R_B || h_{ie1}) + h_{ie2} + r_{o1}}{R_{E2} || (h_{ie2} + h_{ie1}) + R_f + R_B || h_{ie1}} \]  
\[ T_{12} = -s e_1 i_{b2} = -s e_2 i_{b2} \]
\[ = -\frac{h_{fe2} r_{o2}}{r_{o2} + R_{C2} + R_{E2} || (R_f + R_B || h_{ie1}) || (h_{ie2} + r_{o1})} \]
\[ \times \frac{R_{E2} || (h_{ie2} + r_{o1}) + R_f + R_B || h_{ie1}}{R_B + h_{ie1}} \]  

Figure 2.9: Double-transistor amplifier circuit.
Figure 2.10: Finding the partial open-loop gains of a double-transistor circuit. (a) Original equivalent small-signal circuit. (b) The “prime” circuit, where the independent source is the only active one. (c) The “double-prime” circuit, where the only active source is. (d) The “triple-prime” circuit, where the only active source is. Note that the dependent sources in (c) and (d) are controlled by the corresponding signals of the original circuit (a).
The following parameters values are used for this model.

\[ R_{c} = 1.3 \, k\Omega, \quad R_{e} = 1 \, k\Omega, \quad R_{f} = 8 \, k\Omega, \quad R_{b} = 2200 \, \Omega \]
\[ h_{o1} = h_{o2} = 23.5 \, k, \quad h_{p1} = h_{p2} = 287, \quad r_{o1} = r_{o2} = 25 \, k\Omega \]

After substitution of them we become:

\[ G_{1} = 0.032 \cdot 10^{-3} \quad G_{2} = 0.002 \cdot 10^{-3} \]
\[ D = 3.897 \cdot 10^{-3} \]
\[ A_{OL1} = -6311.933941 \quad A_{OL2} = -343017.916496 \]
\[ T_{i1} = 1.091837 \quad T_{i2} = -2.013463 \quad T_{21} = 145.305252 \quad T_{2} = 4.855334 \]

Finally from (2.47) and (2.45) we became the closed-loop gain and the return ratio:

\[ A_{cl} = 5.190445 \]
\[ F(I_{2}) = I_{2} + T(I_{2}) = \begin{bmatrix} 2.091837 & -2.013463 \\ 145.305252 & 5.855334 \end{bmatrix} \]
\[ T_{2} = \text{det} F(I_{2}) - 1 = 303.81500 \]

### 2.4 Conclusion

Analytical and functional models for the closed loop gain of linear feedback networks with multiple dependent sources are developed. The proposed approach includes no approximations and can be applicable to linear feedback networks with any number of dependent sources and any number of feedback loops.

The model allows finding analytical closed loop gain formula for such networks that provides better intuitive insight into network operation. This formula can be written in a matrix form. The components of it are found by dissection and superposition and in that way making calculations much easier. It also allows us to represent a feedback network as functional diagram.
A generalized return ratio and a return ratio matrix which are a combination of return ratios and cross return ratios are obtained. As we seen, generalized return ratio can also be calculated by finding the determinant of return-difference matrix. Due to generalized return-ratio a stability analysis of the network can be done with the tools of control theory.

Another advantage of the model is that it allows us to obtain generalized return ratio and a closed loop gain function, as a function of circuit components. This allows us to modify the stability of the network by proper choice of network components.

Also the network analysis methods that were used in this work can be extended to the analysis of linear systems with feedback.
Chapter 3

Extension of Blackman’s Formula to Feedback Networks with Multiple Dependent Sources

3.1 Introduction

To examine the effect of negative feedback [1]-[2], [6]-[8], [10]-[14] and [24]-[33] on impedances seen from a pair of arbitrary terminals of a linear feedback network, it is important to describe them analytically as a function of feedback partial gains, such as return ratios.

We have seen in introduction chapter, that the impedance seen from a pair of arbitrary terminals of a linear feedback network with a single dependent source can be described by the Blackman’s formula [14]

\[
Z_t = Z_t \bigg|_{a=0} \frac{1+T_{sc}}{1+T_{oc}}
\]

where \( Z_t \) is the closed-loop impedance seen by a test source \( v_t \) [see Figure 3.1 (a)], \( a \) is the dependent source gain, \( Z_t \big|_{a=0} \) is the open-loop impedance, \( T_{sc} \) is the return
ratio for the short-circuited terminals, and $T_{sc}$ is the return ratio for the open-circuited terminals

$$T_{sc} \equiv -\frac{s_{e}\big|_{v_e=0}}{s_{e}} \quad (3.2)$$

$$T_{oc} \equiv -\frac{s_{e}\big|_{i_e=0}}{s_{e}} \quad (3.3)$$

As seen from the previous chapter and (3.2) and (3.3), the return ratio is defined as the contribution of a dependent source to its control signal, normalized to the total control signal $s_{e}$ appearing in the dependent source value $a_{se}$ (see Figure 3.1).

Since the network independent source are suppressed while finding return ratios, it is necessary to substitute a dependent source with an equivalent independent one having the same value $a_{se}$ to find the contributions $s_{e}\big|_{v_e=0}$ and $s_{e}\big|_{i_e=0}$ of the dependent source to its control signal $s_{e}$.

The aim of this chapter is to extend the Blackman’s formula to the case of feedback networks with multiple dependent sources. To reach this aim, we revisit the proof of the Blackman’s formula for feedback networks with a single dependent source, proof it in a similar way for feedback networks with two dependent sources, and then show how it can be extended to the case of feedback networks with multiple dependent sources. As a result we received a formula for impedances seen from a pair of arbitrary terminals for feedback networks with multiple dependent sources as a function of return-ratio matrices.

As we already seen in the previous chapter, in feedback networks with two or
more dependent sources, each dependent source contributes in a general case not only to its own control signal terminal but also to the control signal terminals of other dependent sources. We defined such cross contributions, normalized to the dependent source value, as cross return ratios. These return ratios can be written in return-ratio matrix.

### 3.2 Feedback networks with a single dependent source

Let us consider a linear feedback network with a single dependent source (see Figure 3.1). To find the impedance seen from a pair of arbitrary terminals, we connect to
them a voltage test source in Figure 3.1 (a) and find the control signal by applying superposition

\[ s_e = v_t G_v - s_e T_{se} \tag{3.4} \]

where the input transmission for the voltage test source

\[ G_v \equiv \frac{s_e}{v_t} \tag{3.5} \]

From (3.4), \( v_t \) can be obtained as

\[ v_t = \frac{s_e (1 + T_{se})}{G_v} \tag{3.6} \]

Let us now replace in Figure 3.1 (b) source \( v_t \) with \( i_t \), such that \( i_t = v_t / Z_t \) to keep the same conditions of the test source branch. Keeping the same branch voltage and current leaves the signal \( s_e \) unchanged. As a result

\[ s_e = i_t G_i - s_e T_{se} \tag{3.7} \]

where the input transmission for current test source

\[ G_i \equiv \frac{s_e}{i_t} \tag{3.8} \]
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From (3.7), \( i_t \) can be obtained as

\[
i_t = \frac{s_e (1+T_{ac})}{G_t}
\]  

(3.9)

Hence

\[
Z_t = \frac{v_t}{i_t} = \frac{G_t}{\frac{1+T_{ac}}{G_t}}
\]  

(3.10)

\( G_e \) and \( G_i \) in (3.10) can be found from Figure 3.1 (c) and (d)

\[
G_e = \frac{s_e}{v_t} \quad \text{for an arbitrary } v_t
\]  

(3.11)

\[
G_i = \frac{s_e}{i_t} \quad \text{for } i_t \bigg|_{a=0} = \frac{v_t}{Z_t} \bigg|_{a=0}
\]  

(3.12)

Note that \( i_t \bigg|_{a=0} = v_t / Z_t \bigg|_{a=0} \) in (3.12) keeps the same conditions of the test source branch for both \( v_t \) and \( i_t \bigg|_{a=0} \) sources and, as a result, \( s_e \bigg|_{a=0} \) in (3.11) and (3.12) has the same value.

According to (3.11) and (3.12), \( G_i / G_t = Z_t \bigg|_{a=0} \). Thus, considering (3.10), the Blackman’s formula (3.1) can be obtained for feedback networks with a single dependent source.

### 3.3 Feedback networks with two dependent sources

Following the approach introduced in the previous section, we extend in this section the Blackman’s formula to feedback networks with two dependent sources (see
Figure 3.2: Finding the impedance seen by a test source connected to arbitrary terminals of a generic feedback network with two dependent sources.

Figure 3.2 (a) and (b) suggest the following equations for the control signals of the dependent sources

\[
\begin{align*}
    s_{e1} & = v^*_1 G_{1v} - s_{e1} T_{1sc} - s_{e2} T_{21sc} \\
    s_{e2} & = v^*_1 G_{2v} - s_{e2} T_{2sc} - s_{e1} T_{12sc}
\end{align*}
\] (3.13)

\[
\begin{align*}
    s_{e1} & = i^*_1 G_{1i} - s_{e1} T_{1oc} - s_{e2} T_{21oc} \\
    s_{e2} & = i^*_1 G_{2i} - s_{e2} T_{2oc} - s_{e1} T_{12oc}
\end{align*}
\] (3.14)

Where
Equations (3.13) and (3.14) can be solved for \( v_i \) and \( i_i \):

\[
v_i = \frac{1 + T_{1sc} + T_{2sc} + T_{1sc}T_{2sc} - T_{12sc}T_{21sc}}{G_{2v} + G_{2v}T_{1sc} - G_{1i}T_{12sc}}
\]

(3.19)

\[
i_i = \frac{1 + T_{1oc} + T_{2oc} + T_{1oc}T_{2oc} - T_{12oc}T_{21oc}}{G_{2i} + G_{2i}T_{1oc} - G_{1i}T_{12oc}}
\]

(3.20)

Dividing (3.19) by (3.20) gives

\[
Z_v = \frac{G_{2i}}{G_{2v}} \frac{1 + T_{1oc} - \frac{G_{1i}}{G_{2i}} T_{12oc}}{1 + T_{1sc} - \frac{G_{1i}}{G_{2v}} T_{12sc}} \frac{1 + T_{1sc}}{1 + T_{1sc} - \frac{G_{1i}}{G_{2v}} T_{12sc}}
\]

(3.21)

Where

\[
T_{2sc} = T_{1sc} + T_{2sc} + T_{1sc}T_{2sc} - T_{12sc}T_{21sc}
\]

(3.22)

\[
T_{2oc} = T_{1oc} + T_{2oc} + T_{1oc}T_{2oc} - T_{12oc}T_{21oc}
\]

The first term in (3.21) represents the open-loop impedance seen by \( v_i \).
\[
\frac{G_{2i}}{G_{2v}} = \left. \frac{s_{x2}}{a_1 = 0 \atop a_2 = 0} \right|_{s_{x2} = 0} \frac{v_i}{a_1 = 0 \atop a_2 = 0} = \left. \frac{v_i}{a_1 = 0 \atop a_2 = 0} \right|_{Z_i \atop a_1 = 0 \atop a_2 = 0} = \frac{v_i}{Z_i \atop a_1 = 0 \atop a_2 = 0} \quad \text{for} \quad \left. \frac{v_i}{a_1 = 0 \atop a_2 = 0} \right|_{a_2 = 0} = \frac{v_i}{a_1 = 0 \atop a_2 = 0} \quad (3.23)
\]

\[\begin{align*}
\left. s_{x1}\right|_{a_1 = 1 \atop a_2 = 0} & = G_{1v} - T_{1ve} \\
\left. s_{x1}\right|_{a_1 = 1 \atop a_2 = 0} & = G_{1i} - T_{1ive} \\
\left. s_{x2}\right|_{a_1 = 1 \atop a_2 = 0} & = G_{2v} - T_{2ve} \\
\left. s_{x2}\right|_{a_1 = 1 \atop a_2 = 0} & = G_{2i} - T_{2ive}
\end{align*}\]  \quad (3.24)

\[\begin{align*}
\left. s_{x2}\right|_{a_1 = 1 \atop a_2 = 0} & = G_{2v} - T_{1ve} \\
\left. s_{x2}\right|_{a_1 = 1 \atop a_2 = 0} & = G_{2i} - T_{2ive}
\end{align*}\]  \quad (3.25)

From (3.24) and (3.25)
\[ T_{1oc} = \frac{G_{li}}{G_{2i}} T_{12oc} - G_{2v} \left( \frac{G_{lv}}{G_{2v}} - \frac{G_{li}}{G_{2i}} \right) = T_{1sc} = \frac{G_{li}}{G_{2i}} T_{12sc} \quad (3.26) \]

Considering that, in (3.26), in accordance with (3.23)

\[ \frac{G_{lv}}{G_{li}} = \frac{G_{2v}}{G_{2i}} = Z_1 \left|_{a_1 = 0} \right. \Rightarrow \frac{G_{lv}}{G_{2v}} = \frac{G_{li}}{G_{2i}} \quad (3.27) \]

(3.26) can be written as follows:

\[ T_{1oc} - \frac{G_{lv}}{G_{2i}} T_{12oc} = T_{1sc} - \frac{G_{lv}}{G_{2v}} T_{12sc} \quad (3.28) \]

Considering (3.21), (3.23) and (3.28) \( Z_r \) can eventually be obtained as

\[ Z_r = Z_1 \left|_{a_1 = 0} \right. \frac{1 + T_{\Sigma\sigma}}{1 + T_{\Sigma\sigma}} \quad (3.29) \]

### 3.4 Feedback networks with multiple dependent sources

Following the approach given in the previous sections, the impedance seen from a pair of arbitrary terminals of feedback networks with multiple dependent sources can be obtained similar to (3.29).

For example, for a feedback network with three dependent sources, the control signals of the dependent sources
Equations (3.30) and (3.31) can be solved for $Z_i = v_i / i_i$

$$Z_i = \frac{G_{3i} B_{sc3} 1 + T_{\Sigma_{sc}}}{G_{3v} B_{sc3} 1 + T_{\Sigma_{sc}}} \quad (3.32)$$

where

$$B_{sc3} = 1 + T_{loc} + T_{2oc} + T_{loc} T_{2oc} - T_{12oc} T_{24oc} + \frac{G_{li}}{G_{3i}} (T_{12oc} T_{23oc} - T_{13oc} - T_{2oc} T_{13oc}) \quad (3.33)$$

$$B_{sc3} = 1 + T_{1sc} + T_{2sc} + T_{1sc} T_{2sc} - T_{12sc} T_{21sc} + \frac{G_{lv}}{G_{3v}} (T_{12sc} T_{23sc} - T_{13sc} - T_{2sc} T_{13sc}) \quad (3.34)$$

$$T_{\Sigma_{sc}} = T_{1sc} - T_{1sc} T_{23sc} T_{32sc} + T_{2sc} - T_{2sc} T_{13sc} T_{31sc} + T_{3sc} - T_{3sc} T_{12sc} T_{21sc} + T_{1sc} T_{2sc} + T_{1sc} T_{3sc} + T_{2sc} T_{3sc} - T_{13sc} T_{31sc} - T_{23sc} T_{32sc} + T_{13sc} T_{23sc} + T_{12sc} T_{23sc} + T_{13sc} T_{31sc} + T_{13sc} T_{21sc} + T_{13sc} T_{23sc} + T_{13sc} T_{32sc}$$

$$+ T_{13sc} T_{21sc} T_{32sc} \quad (3.35)$$
According to (3.23) and (3.27), the first term in (3.32) is

$$\frac{G_{\text{oc}}}{G_{\text{sc}}} = Z \bigg|_{s_j = 0}$$  \hspace{1cm} (3.37)

As in the previous section, it can also be shown that the term \( B_{\text{oc3}} / B_{\text{sc3}} \) in (3.32) equals unity. As a result, the impedance seen from a pair of arbitrary terminals of a linear feedback network with three dependent sources can be obtained by (3.32), where the open-loop impedance is given by (3.37) and \( T_{\Sigma_{oc}} \) and \( T_{\Sigma_{sc}} \) are given by (3.35) and (3.36) respectively.

We can write equations (3.30) and (3.31) in a matrix form through return difference matrix:

$$\begin{bmatrix} G_{1v} \\ G_{2v} \\ G_{3v} \end{bmatrix} = \begin{bmatrix} 1 + T_{1sc} & T_{21sc} & T_{31sc} \\ T_{12sc} & 1 + T_{2sc} & T_{32sc} \\ T_{13sc} & T_{23sc} & 1 + T_{3sc} \end{bmatrix} \begin{bmatrix} S_{r1} \\ S_{r2} \\ S_{r3} \end{bmatrix}$$  \hspace{1cm} (3.38)

$$\begin{bmatrix} G_{1i} \\ G_{2i} \\ G_{3i} \end{bmatrix} = \begin{bmatrix} 1 + T_{1oc} & T_{21oc} & T_{31oc} \\ T_{12oc} & 1 + T_{2oc} & T_{32oc} \\ T_{13oc} & T_{23oc} & 1 + T_{3oc} \end{bmatrix} \begin{bmatrix} S_{r1} \\ S_{r2} \\ S_{r3} \end{bmatrix}$$  \hspace{1cm} (3.39)

After combining (3.38) and (3.39) we became:
\[ \nu_i \cdot \text{adj} F(1_{sc}) \begin{bmatrix} G_{iv} \\ G_{2v} \\ G_{3v} \end{bmatrix} = i_i \cdot \frac{\text{det} F(1_{sc})}{\text{det} F(1_{oc})} \cdot \text{adj} F(1_{oc}) \begin{bmatrix} G_{li} \\ G_{2i} \\ G_{3i} \end{bmatrix} \] (3.40)

\[ \text{adj} F(1_{sc}) \begin{bmatrix} G_{li} \\ G_{2i} \\ G_{3i} \end{bmatrix} / \text{adj} F(1_{oc}) \begin{bmatrix} G_{lv} \\ G_{2v} \\ G_{3v} \end{bmatrix} = \begin{bmatrix} G_{li} / B_{oc1} \\ G_{lv} / B_{oc2} \\ G_{3v} / B_{oc3} \end{bmatrix} \] (3.41)

It can be verified that all the terms \( B_{oc1} / B_{sc1} \), \( B_{oc2} / B_{sc2} \) and \( B_{oc3} / B_{sc3} \) are equal to unity and for the same reason as (3.27) we have that \( G_{li} / G_{li} = G_{2i} / G_{2i} = G_{3i} / G_{3i} = Z_i \bigg|_{a_j=0} \). As a result if we take one of the rows from equation (3.41) we become Blackman's formula in a matrix form:

\[ Z_i = Z_i \bigg|_{a_j=0} \frac{\text{det} F(1_{sc})}{\text{det} F(1_{oc})} \] (3.42)

\( F(1_{sc}) \) – is a return ratio matrix with the short-circuited terminal and \( F(1_{oc}) \) – is a return ratio matrix with the open-circuited terminal. We have checked for networks with more than three dependent sources that the formula (3.42) is valid.

### 3.5 Conclusion
It has been shown that the Blackman's formula can be extended to the case of feedback networks with multiple dependent sources. The obtained equations provide exact solutions for feedback networks up to five dependent sources. It can be checked that this formula can be applied to networks with a greater number of dependent sources.

Transistor small-signal models in many cases include only one dependent source. Double and multiple transistor feedback circuits are used widely. As a result, the proposed theory could serve a useful reference to do quick calculations by hand and, thus, to obtain a better intuitive insight into the effect of feedback on the circuit impedances.

In contrast to the canonical approach [7] and [33], the described theoretical treatment involves no approximations to simplify the analysis.

To validate the proposed theory, theoretical results were compared against simulations and experimental measurements. In both the theoretical calculations and simulations, the transistors were modeled by equivalent small-signal circuits with a single dependent source $h_{\mu i_b}$. A perfect matching has been obtained between the theory and simulations. The matching between the theoretical and experimental results was very close. The difference between these results is due to the approximate transistor models and the measurement uncertainties of the transistor small-signal parameters.
Chapter 4

Simulating Return Ratio in Linear Feedback Networks by Middlebrook's Method

4.1 Introduction

The procedure of finding the return ratio that was depicted previously is not suitable for simulating electronic circuits, where there is no access to circuit's dependent sources, or for testing real electronic circuits.

An alternative approach was suggested by Middlebrook in [15], [16] and consists in connecting test sources to the accessible terminals of a transistor or operational amplifier. According to this method, two partial return ratios are measured first, one for a current injection and the other for a voltage injection, and then they are translated into the circuit's return ratio. The methods on determining loop gain through circuit simulation based on Middlebrook’s approach are suggested in [34]-[36].

Unfortunately, the proof of Middlebrook's method is based on an idealized feedback model, does not account for nonzero reverse loop gain and for multiple feedback loops.
Another method is introduced in [37] of measuring loop gain is also based on an idealized feedback network.

In this chapter, we revisit the proof of Middlebrook’s method and extend it to linear networks with multiple bilateral loops. Instead of an idealized feedback model, our proof is based on a generic feedback model.

### 4.2 Return ratio and the closed-loop gains

Let us consider in Figure 4.1 (a) a generic linear feedback network with a single dependent source. It is important to note that the generic network in Figure 4.1 is not necessarily a single-loop feedback one and can include a number of bilateral feedback paths connecting between the dependent source and its controlling terminals.

We have seen in (2.4) that the network’s return ratio is defined as follows:

\[
T \equiv -\frac{s_x}{s_x} \bigg|_{s_x=0}
\]  

(4.1)

where \(s_x\) is the input signal source, and \(s_x\) is the signal controlling the dependent source.

In Figures 4.1 (b) and (c), where \(s_x = 0\), we assume that the entire network seen by the dependent sources can be replaced by equivalent impedance composed of \(Z_o\), representing the output impedance of a transistor or operational amplifier, and \(Z\) representing the rest of the network’s total equivalent impedance.

Injecting either a test current in Figures 4.2 (a), (b) or a test voltage in Figures 4.2 (c), (d) right at the output terminals of the dependent source, allows calculating \(T\) in
each test. The closed-loop gains, \( i_y / i_t \) and \( v_y / v_t \) in Figures 4.2 (a), (c) can be found as follows:

\[
A_{CL} = \frac{S_o}{S_i} = G \cdot \frac{A_{OL}}{1 + T} + D \tag{4.2}
\]

Where \( S_o \) denotes either \( i_y \) or \( v_y \) output signals, \( S_i \) denotes either \( i_t \) or \( v_t \) test sources,

\[
G \equiv \left. \frac{S_e}{S_i} \right|_{a=0} \tag{4.3}
\]

is the input transmission, \( S_e \) denotes either \( i_e \) for the current injection or \( v_e \) for the voltage injection,

\[
D \equiv \left. \frac{S_o}{S_i} \right|_{a=0} \tag{4.4}
\]

is the direct transmission, \( S_o \) denotes either \( i_y \) or \( v_y \) output signals, and

\[
A_{OL} \equiv \left. \frac{S_o}{S_e} \right|_{a=0} \tag{4.5}
\]

is the open-loop gain.
Figure 4.1: Finding the return ratio for a generic linear feedback network: (a) original network, (b) and (c) suppressing the signal source and replacing the dependent source with an equivalent independent one. $Z_o$ denotes the output impedance of a transistor or operational amplifier, and $Z$ denotes the rest of the total equivalent impedance seen by the dependent sources when $s_x = 0$. 
4.3 Measuring return ratio directly at the dependent source terminals

If a test source can be connected directly to the dependent source, as shown in Figure 4.2 (a) and (c), a single test is enough to calculate the return ratio. According to (4.2)

\[
\frac{i_y}{i_x} = \frac{G_i A_{OLy}}{1 + T} + D_y = \frac{T}{a_{OL}} \frac{a_{OL}}{1 + T} + 0 = -T
\]

(4.6)

\[
\frac{v_y}{v_x} = \frac{G_i A_{OLy}}{1 + T} + D_y = \frac{T}{a_{OL}(Z_o \parallel Z)} \frac{a_{OL}(Z_o \parallel Z)}{1 + T} + 0 = -T
\]

(4.7)

where \(A_{OLy}, A_{OLx}, A_{OLy}, A_{OLx}\) are the open-loop gains for output signals \(i_y, i_x, v_y\) and \(v_x\) respectively; \(G_i\) and \(G_s\) are the input transmissions from \(i_t\) and \(v_t\) sources; \(D_y\) and \(D_x\) are the direct transmissions from \(i_t\) source to output signals \(i_y\) and \(i_x\); \(D_{vy}\) and \(D_{vx}\) are the direct transmissions from \(v_t\) source to output signals \(v_y\) and \(v_x\), and \(a_{OL}\) is the dependent source gain.

Note that the only difference between calculating \(T\) in Figure 4.1 (b) and calculating \(G_i\) in Figure 4.2 (b) is in the active independent source value: \(a_{OL} S_e\) against \(i_t\). Therefore, according to (4.1) and (4.3) \(G_i = -T/a_{OL}\) in (4.6). Similarly, the active independent sources in Figure 4.1 (c) and Figure 4.2 (d) are \(a_{OL}(Z_o \parallel Z) S_e\) and \(v_i\), therefore, \(G_i = -T/a_{OL}(Z_o \parallel Z)\) in (4.7).

Note also that suppressing the dependent sources in Figures 4.2 (b) and (d) zeroes \(D_y\) and \(D_{vy}\) and forces \(i_x = i_t\) and \(v_x = v_t\), therefore, according to (4.4), \(D_y = 0\) and
Note as well, that suppressing the test sources in Figures 4.2 (a) and (c) to calculate the open-loop gains in accordance to (4.5) results in \( i_y = i_z \) in Figure 4.2 (a) and \( v_y = v_z \) in Figure 4.2 (c). Therefore, \( A_{OLy} = A_{OLzx} \) in (4.6) and \( A_{OLvy} = A_{OLzx} \) in (4.7).

\[ D_x = 1 \text{ in (4.6), and } D_{vy} = 0 \text{ and } D_{zx} = 1 \text{ in (4.7).} \]

**Figure 4.2**: Finding the return ratio for a generic linear feedback network: (a) by current injection and (c) by voltage injection, (b) finding input and direct transmisions \( G_i \), and \( D_i \), (d) finding input and direct transmisions \( G_v \) and \( D_v \).

### 4.4 Measuring return ratio at the terminals of a dependent source linked to \( Z_o \)

If a test source can be connected only to the dependent source linked to its output impedance \( Z_o \), as shown in Figures 4.3 (a) or (c), two tests are needed to calculate
the return ratio.

![Diagram](image)

**Figure 4.3:** Finding partial return ratios in a generic feedback network: (a) injection of the test current, (b) finding $G_r^* \cdot D_y^*$ and $D_\alpha^*$, (c) injection of the test voltage, and (d) finding $G_v^* \cdot D_y^*$ and $D_\alpha^*$.  

In each test, we will find the circuit’s partial return ratios, either $T_i$ for the current injection in Figure 4.3 (a), or $T_v$ for the voltage injection in Figure 4.3 (c), and then translate them into $T$.

According to Figures 4.3 (a) and (b),
\[ G_i^* = \frac{s_{ei}}{s_i} \bigg|_{a = 0} = \frac{s_{ei}}{a_{OL}s_{ei}} = -\frac{T}{a_{OL}} \quad (4.8) \]

\[ A_{OL, y}^* = \frac{s_y}{s_e} \bigg|_{s_i = 0} = i_y \bigg|_{i_e = 0} = a_{OL} \cdot \frac{Z_o}{Z_o + Z} \quad (4.9) \]

\[ A_{OL, vx}^* = \frac{s_o}{s_e} \bigg|_{s_i = 0} = i_o \bigg|_{i_e = 0} = a_{OL} \cdot \frac{Z_o}{Z_o + Z} \quad (4.10) \]

\[ D_y^* = \frac{s_y}{s_t} \bigg|_{a = 0} = i_y \bigg|_{a_{OL} = 0} = -\frac{Z}{Z_o + Z} \quad (4.11) \]

\[ D_{ix}^* = \frac{s_i}{s_t} \bigg|_{a = 0} = i_i \bigg|_{a_{OL} = 0} = \frac{Z_o}{Z_o + Z} \quad (4.12) \]

\[ T_i = -\frac{G_i^* A_{OL, vx}^* + D_{ix}^*}{G_i^* A_{OL, vx}^* + D_{ix}^*} \]

\[ = -\frac{T}{a_{OL}} \cdot \frac{Z_o}{Z_o + Z} \cdot \frac{a_{OL}}{1 + T} \cdot \frac{Z_o}{Z_o + Z} \quad (4.13) \]

\[ = T(Z_o + Z) + Z \]

\[ G_v^* = \frac{s_{ev}}{s_t} \bigg|_{a = 0} = s_{ev} \bigg|_{v_i = 0} = -\frac{T}{a_{OL}Z_o} \quad (4.14) \]

\[ A_{OL, vy}^* = \frac{s_y}{s_e} \bigg|_{s_i = 0} = v_y \bigg|_{v_e = 0} = a_{OL}Z_o \cdot \frac{Z}{Z_o + Z} \quad (4.15) \]

\[ A_{OL, vx}^* = \frac{s_o}{s_e} \bigg|_{s_i = 0} = v_o \bigg|_{v_e = 0} = a_{OL}Z_o \cdot \frac{Z}{Z_o + Z} \quad (4.16) \]

\[ D_y^* = \frac{s_y}{s_t} \bigg|_{a = 0} = v_y \bigg|_{a_{OL} = 0} = -\frac{Z_o}{Z_o + Z} \quad (4.17) \]

\[ D_{vx}^* = \frac{s_v}{s_t} \bigg|_{a = 0} = v_x \bigg|_{v_e = 0} = \frac{Z}{Z_o + Z} \quad (4.18) \]
CHAPTER 4. SIMULATING RETURN RATIO IN LINEAR FEEDBACK NETWORKS

\( T_v \equiv -\frac{v_T^*}{v_x} = -\frac{G_x^* \cdot \frac{A_{OL} \cdot v}{1 + T} + D_{vy}^*}{G_x^* \cdot \frac{A_{OL} \cdot v}{1 + T} + D_{vy}^*} \)

\[
= -\frac{T}{a_{OL} Z_o} \cdot \frac{Z}{Z_o + Z} \cdot \frac{a_{OL} Z_o - Z_o}{1 + T} + Z_o + Z
- \frac{T}{a_{OL} Z_o} \cdot \frac{Z}{Z_o + Z} \cdot \frac{a_{OL} Z_o - Z_o}{1 + T} + Z_o + Z
\]

\[
= \frac{T (Z_o + Z) + Z_o}{Z} \tag{4.19}
\]

Solving the (4.13) and (4.19) for \( T \) yields the same formula as received Middlebrook

\[
T = \frac{T_i \cdot T_v - 1}{T_i + T_v + 2} \tag{4.20}
\]

The formula for measuring return ratio (4.20) from measurements at a point of arbitrary impedance ratio has inaccuracy in the cases of small \( T \). The problem is described in [15]. From equations (4.13) and (4.19) we can see that when \( T \to 0 \) we receive \( T_v \to \frac{Z_o}{Z} \) and \( T_i \to \frac{Z}{Z_o} \) and therefore \( T_v \) and \( T_i \) becomes insensitive to \( T \), and as a consequence equation (4.20) became inaccurate. Furthermore it can also be seen by numerical methods that sensitivity function of \( T \) to \( T_v \) and \( T_i \) (4.21) see Appendix B, takes the maximum values under \( T_v = \frac{1}{T_i} \) curve. That means that in the case when \( T_v = \frac{Z_o}{Z} \) and \( T_i = \frac{Z}{Z_o} \) the function of \( T \) is sensitive to errors which are due to measurements of \( T_v \) and \( T_i \), such that small error in them influence on return ratio function.
\[
\Delta T \equiv \frac{\partial T}{\partial T_v} \Delta T_v + \frac{\partial T}{\partial T_i} \Delta T_i
\]  
(4.21)

An improved method for measuring of \( T \) that was introduced by Middelbrook in [15] overcomes this inaccuracy. The proof of the method for general circuits is given in the next section.

### 4.5 Improved measurement of return ratio at the terminals of a dependent source linked to \( Z_0 \) by null double injection

In this section, we revisit the proof of Middlebrook’s method of measurement of return ratio at a point when a test sources can be connected to the dependent source linked to its output impedance \( Z_0 \) by null double injection and extend it to linear networks with multiple bilateral loops. As in the previous section, instead of an idealized feedback model, the proof is based on a generic feedback model. An impedance ratio \( Z_0/Z \) can be arbitrary.

Voltage and current test sources are connected as shown in Figure 4.4 to the dependent source linked to its output impedance. Two tests are needed in order to calculate the return ratio each involving simultaneous current and voltage injection. If a voltage and current sources have there own impedances the proof is similar, we can only use \( v_t \) the voltage on a test voltage source and its impedance instead of \( v \) and \( i_t \) the current of the test source and its impedance instead of \( i \).

From superposition each voltage and current in Figure 4.4 can be represented as a sum of two injected sources, therefore each current and voltage in the circuit can be set to zero by adjusting injected current and voltage. In the first test injected current
and voltage in Figure 4.4 (a) are adjusted with respect to each other such that $v_y$ is equal to zero and a partial null return ratio $T^n_r$ is found. Then in another test injected current and voltage in Figure 4.4 (c) are adjusted with respect to each other such that $i_y$ is equal to zero and a partial null return ratio $T^n_v$ is found, then they are translated into $T$.

In order to obtain the ratio of injected voltage to injected current when $v_y$ is set to zero Figure 4.4 (a), we write $v_y$ by superposition as a function of two test sources:

$$A_{CL,vy}^1 \cdot i + A_{CL,vy}^2 \cdot v_y = v_y = 0$$  \hspace{1cm} (4.22)

By superposition with $v_i = 0$ from Figure 4.4 (a) and (b):

$$A_{CL,vy}^1 = \frac{v_y}{i} = G_{vy}^1 \cdot \frac{A_{OL,vy}^1}{1+T} + D_{vy}^1$$ \hspace{1cm} (4.23)

$$G_{vy}^1 = \frac{s_e}{s_i} = \frac{s_e}{i} = \frac{s_e}{i} = \frac{T}{a_{OL} \cdot s_e}$$ \hspace{1cm} (4.24)

$$A_{OL,vy}^1 = \frac{s_0}{s_e} = \frac{v_y / i_e = 0}{s_e} = a_{OL} \cdot \frac{Z_0 \cdot Z}{Z + Z_0}$$ \hspace{1cm} (4.25)

$$D_{vy}^1 = \frac{s_0}{s_i} = \frac{v_y / a = 0}{s_i} = \frac{Z_0 \cdot Z}{Z + Z_0}$$ \hspace{1cm} (4.26)

If we set $i_i = 0$ from Figure 4.4 (a) and (b):

$$A_{CL,vy}^2 = \frac{v_y}{i} = G_{vy}^2 \cdot \frac{A_{OL,vy}^2}{1+T} + D_{vy}^2$$ \hspace{1cm} (4.27)
Figure 4.4: Finding partial null return ratios in a generic linear feedback network: (a) injection of the test current and voltage in order to null \( v_y \) (b) finding \( G_{v_y} \), \( D_{v_y}^1 \), \( D_{v_y}^2 \), \( G_{v_y} \), \( G_{v_y}^2 \), \( G_{v_y}^3 \), \( D_{v_y}^3 \), \( D_{v_y}^4 \), \( G_{v_y}^4 \), \( G_{v_y}^5 \), \( G_{v_y}^6 \), \( D_{v_y}^5 \), \( D_{v_y}^6 \), \( G_{v_y}^7 \), \( G_{v_y}^8 \), \( G_{v_y}^9 \), \( D_{v_y}^7 \), \( D_{v_y}^8 \), \( G_{v_y}^10 \), \( G_{v_y}^11 \), \( G_{v_y}^12 \), \( D_{v_y}^9 \), \( D_{v_y}^{10} \), \( D_{v_y}^{11} \). (c) injection of the test current and voltage in order to null \( i_y \), and (d) the same network as previous with \( a_{QL} = 0 \).
\[ G_{vy}^2 = \frac{s_y}{s_t} = \frac{s_y}{s_t} \bigg|_{a=0} = \frac{s_y}{Z_0} \cdot a_{0L} s_x = -\frac{T}{Z_0} \cdot a_{0L} \] (4.28)

\[ A_{yLy}^2 = \frac{s_y}{s_e} \bigg|_{a=0} = \frac{v_y}{s_e} = a_{0L} \cdot \frac{Z_0 Z}{Z + Z_0} \] (4.29)

\[ D_{vy}^2 = \frac{s_y}{s_t} \bigg|_{a=0} = \frac{v_y}{v_t} = -\frac{Z_0}{Z + Z_0} \] (4.30)

Substituting all the values into (4.23), (4.27) and (4.22) we became:

\[ A_{CLy}^1 = \frac{Z \cdot Z_0}{(Z + Z_0) \cdot (1 + T)} \quad \quad A_{CLy}^2 = \frac{T \cdot Z - Z_0 \cdot (1 + T)}{(Z + Z_0) \cdot (1 + T)} \] (4.31)

\[ v_t = i_t \cdot \frac{Z \cdot Z_0}{T \cdot Z + Z_0 \cdot (1 + T)} \] (4.32)

We define

\[ T^n = \frac{i_y}{i_x} \bigg|_{v_y=0} = \frac{A_{CLy}^4 \cdot i_x + A_{CLy}^2 \cdot v_t}{A_{CLy}^3 \cdot i_x + A_{CLy}^4 \cdot v_t} \] (4.33)

We already found \( A_{CLy}^1 = i_y / i_t \) and \( A_{CLy}^3 = i_x / i_t \) in (4.8) - (4.13).

By superposition with \( i_t = 0 \) we have \( i_y = i_x \) from Figure 4.4 (a) and (b):

\[ A_{CLy}^2 = \frac{i_y}{v_y} = G_{0t}^2 \cdot A_{yLy}^2 \cdot \frac{1 + T}{1} + D_{0t}^2 \] (4.34)

\[ A_{CLx}^4 = \frac{i_x}{v_t} = G_{0t}^4 \cdot A_{xLy}^4 \cdot \frac{1 + T}{1} + D_{0t}^4 \] (4.35)

\[ G_{0t}^2 = G_{0t}^4 = \frac{s_y}{s_t} \bigg|_{a=0} = \frac{s_y}{v_t} = -\frac{Z_0}{a_{0L} \cdot s_x Z_0} = -\frac{T}{a_{0L} Z_0} \] (4.36)
\[ D_0^2 = D_{\alpha\xi}^4 = \frac{s_0}{s_\xi} = \frac{i_1}{v_{\xi}} = \frac{1}{Z_0 + Z} \tag{4.37} \]

\[ A_{\alpha\xi}^2 = A_{\alpha\xi}^4 = \frac{i_1}{v_{\xi}} = \frac{Z_0}{Z_0 + Z} \tag{4.38} \]

\[ A_{\alpha\xi}^2 = A_{\alpha\xi}^4 = \frac{1}{(Z_0 + Z) \cdot (1 + T)} \tag{4.39} \]

Finally from (4.33) we obtain:

\[ T_i^n = -\frac{i_1}{i_t} \bigg|_{v_\xi = 0} = -\frac{A_{CL\xi}^4 \cdot i_t + A_{CL\xi}^2 \cdot v_t}{A_{CL\xi}^4 \cdot i_t + A_{CL\xi}^2 \cdot v_t} \]

\[ = -\frac{-T \cdot Z_0 - Z \cdot (1 + T)}{(Z + Z_0) \cdot (1 + T) + \frac{1}{Z_0 + Z} \cdot (1 + T) \cdot \left[ \frac{Z \cdot Z_0}{T \cdot Z + Z_0 \cdot (1 + T)} \right]} \tag{4.40} \]

\[ = \frac{T(Z + Z_0)}{Z_0} \]

In order to obtain ratio of injected voltage to injected current when \( i_y \) is set to zero Figure 4.4 (c), we write \( i_y \) by superposition as a function of two test sources:

\[ A_{CL\xi}^1 \cdot i_t + A_{CL\xi}^2 \cdot v_t = i_y = 0 \tag{4.41} \]

We found \( A_{CL\xi}^1 = i_y / i_t \) and \( A_{CL\xi}^2 = i_y / v_t \) previously.

\[ v_t = i_t \left[ T \cdot Z_0 + Z \cdot (1 + T) \right] \tag{4.42} \]
We define

\[ T_i^n \equiv - \frac{V_i}{V_L} \bigg|_{i_L = 0} = \frac{A_{CL, \nu}^4 \cdot i_L + A_{CL, \nu}^2 \cdot V_i}{A_{CL, \nu}^3 \cdot i_L + A_{CL, \nu}^4 \cdot V_i} \]  

(4.43)

By superposition with \( v_i = 0 \) from Figure 4.4 (a) and (b):

\[ A_{CL, \nu}^3 \equiv \frac{V_i}{i_L} = G_{\nu}^3 \frac{A_{OL, \nu}^3}{1 + T} + D_{\nu}^3 \]  

(4.44)

\[ G_{\nu}^3 = \frac{s_x}{i_L} = \frac{s_x}{i_L} = \frac{s_x}{i_L} = - \frac{T}{a_{OL}} \]  

(4.45)

\[ A_{OL, \nu}^3 = \frac{V_i}{s_x} = \frac{V_i}{s_x} = \frac{V_i}{s_x} = a_{OL} \frac{Z \cdot Z_0}{Z_0 + Z} \]  

(4.46)

\[ D_{\nu}^3 = \frac{s_x}{i_L} = \frac{V_i}{i_L} = \frac{Z \cdot Z_0}{Z_0 + Z} \]  

(4.47)

If we set \( i_L = 0 \) from Figure 4.4 (a) and (b):

\[ A_{CL, \nu}^4 \equiv \frac{V_i}{V_L} = G_{\nu}^4 \frac{A_{OL, \nu}^4}{1 + T} + D_{\nu}^4 \]  

(4.48)

\[ G_{\nu}^4 = \frac{s_x}{i_L} = \frac{s_x}{i_L} = \frac{s_x}{i_L} = - \frac{T}{a_{OL} Z_0} \]  

(4.49)

\[ A_{OL, \nu}^4 = \frac{V_i}{s_x} = \frac{V_i}{s_x} = a_{OL} \frac{Z \cdot Z_0}{Z_0 + Z} \]  

(4.50)

\[ D_{\nu}^4 = \frac{s_x}{i_L} = \frac{V_i}{V_L} = \frac{Z}{Z_0 + Z} \]  

(4.51)

According to (4.43):
Solving (4.40) and (4.52) for $T$ yields Middlebrook’s formula for null double injection

$$T = \frac{T_v^n \cdot T_i^n}{T_v^n + T_i^n}$$  \hspace{1cm} (4.53)$$

and impedance ratio

$$\frac{Z_0}{Z} = \frac{T_v^n}{T_i^n}$$  \hspace{1cm} (4.54)$$

### 4.6 Conclusion

Practical methods of measurement loop gain $T$ in feedback systems have been extended to linear networks with multiple bilateral feedback loops. The methods allow measurement of loop gain without opening the loop. In two cases instead of an idealized feedback model that was used in the original proof by Middlebrook our proof is based on a generic feedback model. Thus, it is shown that Middlebrook’s formulas for measurements of return ratio by single injection and by null double injection can be accurately applied to a much wider class of feedback networks.
The analytical and functional models carried out in the present work give the solid base for analyzing and understanding of feedback networks with multiple dependent sources. In addition to that, the Middlebrook’s formulas that were extended to general linear feedback networks allow finding closed-loop gain experimentally in real electronic circuits.
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Appendix

A. Finding a return ratio from SPICE simulation

To illustrate the accuracy of finding a return ratio by applying Middlebrook’s method, let us consider in Figures A.1, A.2 and A.3 a SPICE simulation of a feedback network with two bilateral feedback loops.

The original circuit is shown in Figure A.1 (a). Figure A.1 (b) illustrates measuring return ratio by conventional method. It is worth to mention, this method does not suit for measurements of return ratio in a real circuit, because of the replacement the dependent source with an equivalent one. Figure A.2 (a) illustrates injection of the test current, and Figure A.2 (b) illustrates injection of the test voltage.

Figure A.3 compares between the return ratios found by conventional and Middlebrook’s methods. Note that the relative difference is less than 0.2 ppm. This small difference is caused by the limited computing accuracy. The differences in circuit simulations between double injection and null double injection Middlebrooks methods can be found in his work. Because of this we only compared here the double injection method of Middlebrook and conventional method.
Figure A.1: Example circuit: (a) original circuit, (b) simulating return ratio by replacing the dependent source with an equivalent independent one.
Figure A.2: Example circuit: (a) injection of the test current, (b) injection of the test voltage.
Figure A.3: Measuring and comparing return ratios: (top and middle) amplitude and phase of the return ratios measured by replacing the dependent source with an equivalent independent one (the green curves) and by Middlebrook’s method (the red curves), (bottom) the relative difference (in ppm) between the return ratios amplitude (the green curve) and phase measurements (the red curve).
B. Sensitivity function of return ratio

Figure B.1: Sensitivity function of \( T = (T_1 - 1)/(T_1 + T_0 + 2) \) to \( T_1 \) and \( T_0 \).
הכ بطريقة שמציעה בניה של התיאוריה ל rsa וטריוות, מושב בבעלות רבי מוקדורת חילוני במאגרים נשלנים של ומורות. מבית הגבורה ההתקפות והפנוקיציות המ덟ות סוכנות דרגות של הגבורה.

של שלג הגרה לחוות ההתקפות של שלג. בכבוד משל הגבורה או חוויה מפנוקיציות שמתمناقплеות בשתי כיוונים שגרות של גבורה של מוקדורת חילוני. המ्

המקורות או חלולים שייכו לсоедин҇ין של המנוקיציות מחזירות בו אל ממקורות חילוניים (Return Ratio). תקעת זו למדיה היא זו למדיה (Bilateral Feedback).

Cross (total control signal) (Contributions, Superimposition/Dissection, General Return) Sharma et al. 192. They also identified the lower threshold for each of the various components of the total control signal. (Ratio) Sharma et al. 192. They also found that the lower threshold for each of the various components of the total control signal isometrically isometrically.

Nyquist plot (Superposition) Sharma et al. 192. They also found that the lower threshold for each of the various components of the total control signal isometrically isometrically.

Nyquist plot (Superposition) Sharma et al. 192. They also found that the lower threshold for each of the various components of the total control signal isometrically isometrically.
Loop gain crossover ($T < 1$)

The positive feedback network is:

\[ T x + 1 = 0 \]

For stability, $|T| < 1$ is required.

The feedback network is:

\[ (\text{current injection}) \]

The open-loop gain is:

\[ T \]

The feedback network is:

\[ (\text{feedback network}) \]

The circuit diagram is:

\[ (\text{Bilateral feedback loop}) \]
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