
1st Semester 2012/13

Homework Set #1

Method of types, Sanov’s Theorem, Strong typicality

1. Sanov’s theorem:

Prove the simple version of Sanov’s theorem for the binary random vari-
ables, i.e., let X1, X2, . . . , Xn be a sequence of binary random variables,
drawn i.i.d. according to the distribution:

Pr(X = 1) = q, Pr(X = 0) = 1− q. (1)

Let the proportion of 1’s in the sequence X1, X2, . . . , Xn be pX, i.e.,

pXn =
1

n

n
∑

i=1

Xi. (2)

By the law of large numbers, we would expect pX to be close to q for
large n. Sanov’s theorem deals with the probability that pXn is far
away from q. In particular, for concreteness, if we take p > q > 1

2
,

Sanov’s theorem states that

−
1

n
log Pr {(X1, X2, . . . , Xn) : pXn ≥ p} → p log

p

q
+ (1− p) log

1− p

1− q
(3)

Justify the following steps:

•

Pr {(X1, X2, . . . , Xn) : pX ≥ p} ≤
n

∑

i=⌊np⌋

(

n

i

)

qi(1− q)n−i (4)

• Argue that the term corresponding to i = ⌊np⌋ is the largest term
in the sum on the right hand side of the last equation.

• Show that this term is approximately 2−nD.

• Prove an upper bound on the probability in Sanov’s theorem using
the above steps. Use similar arguments to prove a lower bound
and complete the proof of Sanov’s theorem.
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2. Strong Typicality

Let Xn be drawn i.i.d.∼ P (x). Prove that for each xn ∈ T
(n)
ǫ (X),

2−n(H(X)+δ′) ≤ P n(xn) ≤ 2−n(H(X)−δ′)

for some δ′ = δ′(δ) that vanishes as δ → 0.

3. Weak Typicality vs. Strong Typicality

In this problem, we compare the weakly typical set Aǫ(P ) and the
strongly typical set Tδ(P ). To recall, the definition of two sets are
following.

Aǫ(P ) =

{

xn ∈ X n :

∣

∣

∣

∣

−
1

n
logP n(xn)−H(P )

∣

∣

∣

∣

≤ ǫ

}

Tδ(P ) =

{

xn ∈ X n : ‖Pxn − P‖∞ ≤
δ

|X |

}

(a) Suppose P is such that P (a) > 0 for all a ∈ X . Then, there
is an inclusion relationship between the weakly typical set Aǫ(P )
and the strongly typical set Tδ(P ) for an appropriate choice of
ǫ. Which of the statement is true: Aǫ(P ) ⊆ Tδ(P ) or Aǫ(P ) ⊇
Tδ(P )? What is the appropriate relation between δ and ǫ?

(b) Give a description of the sequences that belongs to Aǫ(P ), vs. the
sequences that belongs to Tδ(P ), when the source is uniformly
distributed, i.e. P (a) = 1

|X |
, ∀a ∈ X . (Assume |X | < ∞.)

(c) Can you explain why Tδ(P ) is called strongly typical set and
Aǫ(P ) is called weakly typical set?

4. The probability of being jointly strongly when drawn depen-

dently

Let Y n be distributed according to the conditional distribution p(yn|xn) =
∏n

i=1 PY |X(yi|xi). Then for every xn ∈ T
(n)
ǫ (X), Pr (xn, Y n) ∈ T

(n)
ǫ′ (X, Y ) →

1 as n → ∞ and limǫ=0 ǫ
′(ǫ) = 0.

5. The probability of being jointly strongly typical when drawn

independently
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Given (xn, yn) ∈ T
(n)
ǫ (X, Y ). Let Zn be distributed according to

∏n

i=1 PZ|X(zi|xi)
(instead of PZ|X,Y . Then,

Pr{(xn, yn, Zn) ∈ T (n)
ǫ (X, Y, Z)} ≤ 2−n(I(Y ;Z|X)−δ(ǫ))

Pr{(xn, yn, Zn) ∈ T (n)
ǫ (X, Y, Z)} ≥ (1− δǫ,n)2

−n(I(Y ;Z|X)+δ(ǫ)),

where δ(ǫ) goes to zero when ǫ goes to zero and δǫ,n goes to zero for
any ǫ as n goes to infinity.

6. The size of the conditional type Prove that given xn ∈ T
(n)
ǫ (X),

then

(1− δǫ,n)2
nH(Y |X)(1+ǫ) ≤ |T (n)

ǫ (Y |xn)| ≤ 2nH(Y |X)(1−ǫ).

7. Simple version of Markov Lemma

Suppose X, Y, Z form a Markov chain X − Y − Z. Let (xn, yn) ∈

T
(n)
ǫ (X, Y ) and Zn is drawn i.i.d. according to P (z|y), i.e., P (zn|yn) =

∏n

i=1 P (zi|yi). Show that

Pr{(xn, yn, Zn) ∈ T (n)
ǫ (X, Y, Z)} → 1 (5)

as n → ∞.

(a) Is it true that for any X − Y − Z and every sequence xn, yn, zn

such that if (xn, yn) ∈ T
(n)
ǫ (X, Y ) and (yn, zn) ∈ T

(n)
ǫ (Y, Z), then

(xn, yn, zn) ∈ T
(n)
ǫ (X, Y, Z)

8. Large deviations.

LetX1, X2, . . . be i.i.d. random variables drawn according to the Bernoulli
distribution

Pr{Xi = 1} = Pr{Xi = −1} =
1

2
.

Let Sn be the random walk defined by

Sn =
n

∑

i=1

Xi.

Find the function f(α) such that, for all α > 0,

lim
n→∞

−
1

n
log Pr{Sn ≥ nα} = f(α).
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9. Counting.

Let X = {1, 2, . . . , m}. Show that the number of sequences xn ∈ X n

satisfying 1
n

∑n

i=1 g(xi) ≥ α is approximately equal to 2nH
∗

, to first
order in the exponent, where

H∗ = max
P :

∑
P (i)g(i)≥α

H(P ).

10. drawing a codebook Let Xi be a r.v. i.i.d distributed according
to P (x). We draw codebook of 2nR codewords of Xn independently
using P (x) and i.i.d.. We would like to answer the question: what is
the probability that the first codeword would be identical to another
codeword in the codebook as n goes to infinity.

(a) Let xn be a sequence in the strong typical set T n
ǫ (X). What is

the asymptotic probability (you may provide an upper and lower
bound) as n → ∞ that we draw a sequence Xn i.i.d distributed
according to P (x) and we get xn.

(b) Using your answer from the previous sub-question find an α such
that if R < α the probability that the first codeword in the
codebook appears twice or more in the codebook goes to zero
as n → ∞.

(c) Find an α such that if R > α the probability that the first code-
word in the codebook appears twice or more in the codebook goes
to 1 as n → ∞.

11. Relations between two independent codebooks Let (X, Y ) ∼
p(x, y) and p(x) and p(y) be their marginal. Let C1 be a codebook
{Xn(1), Xn(2), ..., Xn(2nR1)} where each codeword is generate indepen-
dently from each other according to

∏n

i=1 PX(xi), namely, the code-
words are generated i.i.d. according to p(x). Similarly, let C2 be a
codebook {Y n(1), Y n(2), ..., Y n(2nR2)} where each codeword is gener-
ate independently from each other according to

∏n

i=1 PY (yi). Define the
set

A = {(xn, yn) ∈ C1 × C2 : (x
n, yn) ∈ T (n)

ǫ (X, Y ))} (6)

(a) For what values of R1 and R2 the probability that the set A is
empty goes to 1 as n goes to infinity.

4



(b) Give an expression (to the first order of the exponent) for the
expected cardinality of A, i.e., E|A| as a function of R1 and R2

as n goes to infinity.

5


