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Multi-User Information Theory Dec 05, 2011

Lecture 4

Lecturer:Dr. Haim Permuter Scribe: Ziv Goldfeld

I. RELAY CHANNEL - CHANNEL MODEL

Encoder p(y, y1|x, x1)

Relay

Decoder
M Xi(M) Yi M̂(Y n)

Y1,i X1,i(Y
i−1
1 )

Fig. 1. Relay channel. The user, aided by the relay, sends themessageM to the receiver.

The relay channel is a channel in which there is one sender andone receiver with

an intermediate node that acts as relay to help the communication. The channel model

consists of four finite setsX ,X1,Y ,Y1, and a collection of conditional pmfsp(y, y1|x, x1)

on X ×X1 ×Y ×Y1. The senderX wishes to send a messageM to receiverY with the

help of the relay(X1, Y1).

The meaning of the channel transition pmfp(y, y1|x, x1), is that the channel output at

time i ∈ {1, 2, . . . , n}, i.e., (Yi, Y1,i), depends only the channel input at timei, i.e.,

(Xi, X1,i). Namely, this property can be written as

p(yi, y1,i|xi, x1,i, m, yi−1, yi−1
1 , xi−1, xi−1

1 ) = p(y, y1|x, x1) (1)

Thus we have the Markov relation(Yi, Y1,i)− (Xi, X1,i)− (M,Y i−1, Y i−1
1 , X i−1, X i−1

1 ).
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A (2nR, n) code for the relay channel consists of:

Definition 1 (The message)

A MessageM , which is an integer of the set{1, 2, . . . , 2nR}. The messageM is to be

sent by the user, with the help of the relay, to the receiver.

Definition 2 (The encoder)

An encoder, which is described by a functionf :

f : {1, 2, . . . , 2nR} → X n (2)

i.e., the encoding function assigns a codewordxn(m), for each messagem ∈

{1, 2, . . . , 2nR} .

Definition 3 (The relay)

A relay encoder, which is described by a set ofn functions
{

f1,i
}n

i=1
, which for every

time i ∈ {1, 2, . . . , n}:

f1,i : Y
i−1
1 → X1 (3)

i.e., the relay encoder assigns at each timei ∈ {1, 2, . . . , n} a symbolx1,i(y
i−1
1 ) to each

past received sequenceyi−1
1 .

Definition 4 (The decoder)

A decoder, which is described by a functiong:

g : Y → {1, 2, . . . , 2nR} (4)

i.e., the decoder assigns a messagem̂ ∈ {1, 2, . . . , 2nR} (or declares an error) for each

received sequenceyn.

Definition 5 (Probability of Error)

We define the probability of error for the relay channel as:

P (n)
e = Pr{m 6= m̂(Y n)|m was sent} (5)

Definition 6 (Achievable Rate)

A rate R is called achievable if there exists a sequence of(2nR, n) codes such that

P
(n)
e → 0 asn → ∞.
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Definition 7 (Capacity)

The capacity of the relay channel is the supremum of all achievable ratesR.

The main difficulty regarding the relay channel is the fact that the relay does not know

the messagem that is to be sent by the user, but nevertheless is required tohelp the user

to send that message using the information that is availablein the relay.

Moreover, until this day no solution for the general relay channel was presented and the

capacity have not been found. However, lower and upper bounds on the capacity of the

relay channel does exists and shall be presented now.

For some families of channels, such as the degraded relay channel and the semi-

deterministic relay channel, the upper and lower bound on the capacity coincide, thus

yielding the capacity for those settings.

II. UPPERBOUND

Theorem 1 (Upper bound on the capacity of the relay channel)

If R is an achievable rate, then

R ≤ max
p(x,x1)

min
{

I(X,X1; Y ), I(X ; Y, Y1|X1)
}

(6)

Proof: Given an achievable rateR we need to show that there exists joint distribution

of the formP (x1, x) such that,

R ≤ min
{

I(X,X1; Y ), I(X ; Y, Y1|X1)
}

(7)

SinceR is an achievable rate, there exists an(2nR, n) code with a probability of error

P
(n)
e arbitrarily small. By Fano’s inequality,

H(M |Y n) ≤ nR · P (n)
e +H(P (n)

e ) , nεn, (8)

and it is clear thatεn → 0 asP (n)
e → ∞.
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We can now bound the rateR1 as

nR = H(M)

= H(M) +H(M |Y n)−H(M |Y n)

= I(M ; Y n) +H(M |Y n)

(a)

≤ I(M1; Y
n) + nεn

(b)
=

n
∑

i=1

I(M1; Yi|Y
i−1) + nεn

(c)
=

n
∑

i=1

I(M1, Xi; Yi|Y
i−1) + nεn

(d)

≤
n

∑

i=1

I(M1, Xi, X1,i; Yi|Y
i−1) + nεn

=

n
∑

i=1

[

H(Yi|Y
i−1)−H(Yi|M,Xi, X1,i, Y

i−1)
]

+ nεn

(e)
=

n
∑

i=1

[

H(Yi|Y
i−1)−H(Yi|Xi, X1,i)

]

+ nεn

(f)

≤
n

∑

i=1

[

H(Yi)−H(Yi|Xi, X1,i)
]

+ nεn

=

n
∑

i=1

I(Xi, X1,i; Yi) + nεn

where

(a) follows from Fano’s inequality.

(b) follows from the mutual information chain rule.

(c) follows from the fact thatX if a function of the messageM .

(d) follows from the fact that conditioning reduces entropy.

(e) follows from the fact that the channel output at timei depends only on the pair

(Xi, X1,i).

(f) follows from the fact that conditioning reduces entropy.
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So we have:

R ≤
1

n

n
∑

i=1

I(Xi, X1,i; Yi) + εn (9)

Another way to boundR is

nR = H(M)

= H(M) +H(M |Y n)−H(M |Y n)

= I(M ; Y n) +H(M |Y n)

(a)

≤ I(M1; Y
n) + nεn

(b)

≤ I(M1; Y
n, Y n

1 ) + nεn

(c)
=

n
∑

i=1

I(M1; Yi, Y1,i|Y
i−1, Y i−1

1 ) + nεn

(d)
=

n
∑

i=1

I(M1, Xi; Yi, Y1,i|X1,i, Y
i−1, Y i−1

1 ) + nεn

=
n

∑

i=1

[

H(Yi, Y1,i|X1,i, Y
i−1, Y i−1

1 )−H(Yi, Y1,i|M,Xi, X1,i, Y
i−1, Y i−1

1 )
]

+ nεn

(e)
=

n
∑

i=1

[

H(Yi, Y1,i|X1,i, Y
i−1, Y i−1

1 )−H(Yi, Y1,i|Xi, X1,i)
]

+ nεn

(f)

≤

n
∑

i=1

[

H(Yi, Y1,i|X1,i)−H(Yi, Y1,i|Xi, X1,i)
]

+ nεn

=
n

∑

i=1

I(Xi; Yi, Y1,i|X1,i) + nεn

where

(a) follows from Fano’s inequality.

(b) follows the fact that conditioning reduces entropy.

(c) follows from the mutual information chain rule.

(d) follows from the fact thatXi if a function of the messageM andX1,i is a function
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of Y i−1
1 .

(e) follows from the fact that the channel output at timei depends only on the pair

(Xi, X1,i).

(f) follows from the fact that conditioning reduces entropy.

So we have:

R ≤
1

n

n
∑

i=1

I(Xi; Yi, Y1,i|X1,i) + εn (10)

Combining (9) and (10) we get

R ≤ min
{ 1

n

n
∑

i=1

I(Xi, X1,i; Yi),
1

n

n
∑

i=1

I(Xi; Yi, Y1,i|X1,i)
}

+ εn

(a)

≤ max
{p(xi,x1,i)}ni=1

min
{1

n

n
∑

i=1

I(Xi, X1,i; Yi),
1

n

n
∑

i=1

I(Xi; Yi, Y1,i|X1,i)
}

+ εn

(b)

≤
1

n

n
∑

i=1

max
p(xi,x1,i)

min
{

I(Xi, X1,i; Yi), I(Xi; Yi, Y1,i|X1,i)
}

+ εn

= n ·
1

n
max

p(xi,x1,i)
min

{

I(Xi, X1,i; Yi), I(Xi; Yi, Y1,i|X1,i)
}

+ εn

where

(a) follows by bounding each element in the sums, for eachi ∈ {1, 2, . . . , n} by the

maximum it gets over all possible distributionsp(xi, x1,i).

(b) follows from the stationarity of the channel (the channel does not depend on the time

index i), thus the maximum and the minimum are the same for alli ∈ {1, 2, . . . , n}.

Therefore, finally, we get

R ≤ max
p(x,x1)

min
{

I(X,X1; Y ), I(X ; Y, Y1|X1)
}

(11)

In the next lecture we will proceed our analysis of the relay channel and present lower

bounds on its capacity.
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