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Random codes in communication 22 July 2012
(Dr. Permuter Haim )

Final Exam, MOED GIMEL
Total time for the exam: 3 hours!

1) True/False Bound on each Huffman codeword (15 points)
The following claim is sometimes found in the literature:

It can be shown that the length of the binary Huffman codewordof a symbolai with probabilitypi
is always less than or equal to⌈− log2 pi⌉

Is this claim true? Justify your answer
2) Deletion Channel (15 points)

Consider a binary sequence of lengthn, denoted byXn = (X1, . . . , Xn). Consider another binary
sequence of lengthn called deletion pattern, denoted byDn = (D1, . . . , Dn), which determines
howXn is to be deleted. Then, the output of the deletion process, denoted byy(Xn, Dn), is derived
from Xn by deleting the bits at those locations where the deletion pattern is 1.
Consider the following example forn = 10:

Xn = (0, 1, 1, 0, 0, 0, 1, 1, 1, 0)

Dn = (0, 1, 0, 1, 1, 0, 0, 0, 1, 0)

y(Xn, Dn) = (0, 1, 0, 1, 1, 0)

The source sequenceXn ∈ {0, 1}n is i.i.d. Bernoulli(1/2), and the deletion patternDn ∈ {0, 1}n

is i.i.d. Bernoulli(d), independent ofXn.
We are interested in computing the mutual information between Xn and y(Xn, Dn),
I(Xn; y(Xn, Dn)). For each relation state if its true or false:

a) I(Xn; y(Xn, Dn)) = H(y(Xn, Dn)) +H(Dn)−H(y(Xn, Dn)|Xn, Dn)
b) I(Xn; y(Xn, Dn)) = H(y(Xn, Dn))−H(Dn) +H(Dn|Xn, y(Xn, Dn))
c) I(Xn; y(Xn, Dn)) = H(y(Xn, Dn))−H(Dn)
d) I(Xn; y(Xn, Dn)) = H(Xn)−H(Xn|y(Xn, Dn))−H(Dn|Xn, y(Xn, Dn))

3) Condition on length of Huffman codeword to be larger then 1 (20 points)
Consider a source ofK symbols, withp1 ≥ p2 ≥ . . . ≥ pK . Find the largest q s.t.p1 < q implies
l1 > 1, whereli is the length of the binary Huffman codeword associated withsymbol i.

4) Power loading with a cost (25 points)
Considern parallel additive white Gaussian noise (AWGN) point-to-point channels. For the i-th
channe (wherei ∈ {1, 2, . . . , n}) the input and output are denoted byXi andYi respectively and
the additive Gaussian noise, which is denoted byZi, is distributed according toZi ∼ N(0, Ni). The
channels are additive in the sense that:

Yi = Xi + Zi, ∀ i ∈ {1, 2, . . . , n}. (1)

The channel is illustrated in Fig. 1 The capacity of this setting is given by:

C =
1

2

n
∑

i=1

log
(

1 +
Pi

Ni

)

, (2)

which is achieved by taking the input vectorX = (X1, X2, . . . , Xn) ∼ N(0,Σ), where the
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Fig. 1. Then parallel AWGN channels.

covariance is:
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and is bound to the power constraint:
n

∑

i=1

Pi ≤ P. (4)

In order to find the optimal distribution of powers{Pi}
n
i=1 between the channels, the following

optimization problem is solved:

max
{pi}ni=1

1

2

n
∑

i=1

log
(

1 +
Pi

Ni

)

, (5)

subject to
∑n

i=1 Pi ≤ P,

Pi ≥ 0, ∀ i ∈ {1, 2, . . . , n}.

Solving the optimization in (5) yields the famous ”Water-Filling” solution.
In this question we consider an extension of the classical Water-Filling problem. Here we wish to
allocate power to then parallel channels where the constraint is on the total price(and not power).
Lets{βi}

n
i=1 be known, non-negative constants which represent the cost per unit of power in channel

i. The transmission is bound to a total cost constraint:
n

∑

i=1

βiPi ≤ B. (6)

As in the classical problem, the solution must take into account the non-negativity of the power
allocated to each channel, i.e. we must havePi ≥ 0 for every i ∈ {1, 2, . . . , n}.

a) State the optimization problem (and the constraints) forthe extended setting.
b) Construct the Lagrangian function for this maximizationproblem.
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c) Solve the optimization problem using Lagrange multipliers technique in order to findPi as a
function of (βi, Ni), for everyi ∈ {1, 2, . . . , n}.
You may use the functionx+ which is defined by:

x+ =

{

x, x ≥ 0
0, x < 0

d) Explain the interpretation of the price allocation for each channel. How does it differs form the
classical Water-Filling solution? How should one choose{βi}

n
i=1 andB so that the solution

to the extended problem will reduce into the classical one?
e) Now let us consider only two parallel channels, i.e.n = 2. Moreover, it is now given that

B = 10, N1 = 3, N2 = 2, β1 = 1, β2 = 2. Find (P1, P2) and calculate the capacity of channel.
5) Entropic Sources (25 points)

Consider a (not necessarily memoryless) sourceZ. Let H(Zn) denote the entropy of ann-tuple
from this source.
Definition 1: A sourceZ is said to besubentropic if the total mass of its most likely⌊2(1+δ)H(Zn)⌋
outcomes goes to1 asn → ∞ for any δ > 0.
Definition 2: A source issuperentropic if the total mass of its most likely⌊2(1−δ)H(Zn)⌋ outcomes
does not go to1 asn → ∞ for any δ > 0.
Definition 3: A source isentropic if it is both subentropic and superentropic.
Answer the following questions: I.

a) Any source is either subentropic or superentropic or both. True or False ?
b) For each of the following sources, classify the source as

a. subentropic but not superentropic
b. superentropic but not subentropic
c. entropic
d. none of the above.

i) Zn = (X1, · · · , Xn) is an i.i.d. source with finite alphabet.
ii) For 0 < q < 1,

P [Zn = zn] =

{

1− q if zn = (0, · · ·0)
q/(2n − 1) if zn 6= (0, · · ·0).

(7)

iii) Zn has four types of outcomes
A) one mass with probability1

2
;

B) 2n masses each with probability(1
2
− 1

n
)2−n;

C) ⌊ 1
n
2n

2/2⌋ masses each with probability2−n2/2;
D) one mass with the remaining probability if1

n
2n

2/2 is not integer valued.

Good Luck!


