Random codes in communication 10 July 2011

Final Exam

1) True or False (20 points)
Copy each relation to your notebook and wtitee or false. Then, if it's true, prove it. If it is false
give a counterexample or prove that the opposite is true.

a)
b)
c)

d)

Let X, Y be two random variables. Thed(X — Y) < H(X|Y). [4 points]

For any finite alphabet random variablE$X,Y,7) — H(X,Y) > H(X,Z) — H(X).[4 p.]
Which of the following sequence of code-lengths are advhinary huffman codes(can be
more than one answer)? [8 points]

. 12,33

. 12,23

. 13,33

« 2,2,2,2

Assume a memoryless channel given pgy|z), and the capacity is given by’
max,;) /(X;Y). The capacity can be strictly increased by forming the autpube Y; =

f(Y).[4 points]

2) Joint Entropy (25 points) Considek different discrete random variables, nam&g, X, ..., X;.
Each random variable separately has an entdpy;), for 1 <1i < k.

a)

b)
c)

d)
e)

What is the upper bound on the joint entrofy X, X,, ..., Xx) given thatH (X;), for 1 <

i < k are fixed?

Under what conditions will this upper bound be reached?

What is the lower bound on the joint entropf/( X, X, ..., Xi) given thatH (X;), for 1 <

1 < k are fixed?

Under what condition will this lower bound be reached?

Assume the vectorX;, Xs, ..., Xi] is observed many times and one would like to compress
it. Denote at time; the observed random vector 8%, ;, Xs;, ..., X;;]. The distribution of
(X1, Xa4, ..., Xii] is according to[ Xy, Xs, ..., X;] for all : and fori # j [ X, Xo,, ..., Xk

is independent ofX ;, Xs, ..., X ;].

Given that you have the possibility to optimally compresshaiit any loss a sequence of
scalar random variable distributed i.i.d. but not a seqeericandom vectors. Provide a coding
schemes (using the scalar compressing scheme) for an opisskess compression for the set
of random vectorg [ X, ;, X, ..., Xi.i] }I-, wheren is a very large number, given that they are
distributed according to the distributions [of;, X5, ..., X}] that you found in subexercise 2b
and subexercise 2d. (In other words, you are able to opgncalnpress a sequence of scalar
random variableX; distributed i.i.d. , how would you use it to optimally compsethe a set
of vectors[X;, X, ..., Xx] where its distribution is according to subexercise 2b and 2d

3) Blahut-Arimoto’s algorithm (35 points) Recall, that the capacity of a memoryless chiasmgven

by

C= m(a§<I(X Y).

Solving this optimization problem is a difficult task for tlyeneral channel. In this question we
develop an iterative algorithm for finding the solution fofixed channelp(y|x).

a)

b)

(3 p.) Prove that the mutual information as a functiop@f) andp(z|y) may be written as

p(zly)
Zp p(yla) log o)

Show that/(X;Y") as written above is concave in batl), p(z|y) (Hint. You may use the




log-sum-inequality). [8 points]

c) Find an expression fop(x) that maximizes/ (X;Y’) when p(z|y) is fixed (Hint. You may
use the Lagrange multipliers method with the constraiftp(z) = 1. No need to take into
account thap(z) > 0 since it will obtained anyway.)[10 points]

d) Find an expression fgr(x|y) that maximized (X;Y) whenp(zx) is fixed (Hint. You may use
the Lagrange multipliers method with constraint$, p(z|y) = 1 for all y. No need to take
into account thap(x|y) > 0 since it will obtained anyway.). [9 points]

e) Using (d), conclude that' = max,,) |y {(X;Y). [5 points]

The Blahut-Arimoto’s algorithm is performed by maximiziimgeach iteration over another variable;
first overp(x) whenp(z|y) is fixed, then ovep(z|y) whenp(z) is fixed, and so on. This iterative
algorithm converges, and hence one can find the capacity YofDMC p(y|z) with reasonable
alphabet size.
Reminder of Lagrange multiplier (or more generally the KKT condition): We all know that if we
have a concave functiofi(xz) with a finite maximum and its derivative exists, then the maxmn is
obtained atr that saUsﬂeéif(—”” = 0. Now, if we need to find the maximum of the concave function
f(x) only for x that satlsfles the affine conditidriz) = 0, then we defind.(z,v) = f(x) + vh(x)
and the maximum is obtained athat saﬂsﬂe?% = 0 andh(z) = 0; this gives us two equations
that allow us to findz andv. More generally, in case that= [z, z,, .., 2] IS @ vector of size:
and we havé affine constraints, theh(z,7) = f(z )+ZJ , v;ih;(T) and the maximum is obtained
at T that Sa'[ISerM =0forall1<i<kandh;z)=0forall1<j<I.

4) Source-channe codlng problem(20 points) ConS|der the source-channel coding problerargin
Fig. 1, whereV, X, Y, V have a Binary alphabet. The souficds i.i.d. Bernoulli(p), and the channel
is in Fig. 2.
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Fig. 1. A source-channel coding problem
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Fig. 2. The channel.

a) Assume that error-free bits can be transmitted througlciannel. What is the minimum rate
in which the sourcé/ should be encoded such that the source decoder can reciribieu
sourceV losslessly? [4 points]

b) What is the capacity of the channel given in Fig. 2? [8 mjint

c) For what values op can the sourc& be reconstructed losslessly using the scheme in Fig. 1
(you may use the inverse df, i.e., H'(q))? [4 points]

d) Would the answer to 4c changes if a joint source-channdihgoand decoding is allowed?[4
p.]

Good Luck!



