Introduction to Information and Coding Theory August 6, 20117
(Prof. Permuter Haim, Mr. Oron Sabag and Mr. Iddo Gattengo)

Final Exam - Moed B
Total time for the exam: 3 hours!

Important: ForTrue / False questions, copy the statement to your notebook and writarlglerue or false. You should prove the
statement if true, and provide counterexample otherwise.

1) True or False (24 Points):
a) TruelFalse: For two random variablesX andY, H(f(X,Y)) < H(g9(X)) + H(h(Y)), where f, g, h are arbitrary
functions. (6 pts)
b) Consider a Gaussian channel where the input, X, has a poovestraint P, the nois€/ ~ N(0,1) and the output is
Y = X + Z. The outputY is fed through a functiory;(y) = 3* wherei is an integer. The capacity of this channel is
denoted byC;. Complete<, >, = betweenC> and Cy, prove your answer. (6 pts)
c) Consider a clean channel witR’| inputs and outputs (Fig. 1). Two systems are defined as fellow
System A: At each time, a random variablé ~ Unif(1, ..., |X|) determines how many links can be used at the next
channel use. This random variable is known to the encodetl@decoder. The capacity of this system is denoted by
Ca.
System B: In this system, there is a clean channel but witt| = HTJFIW inputs (the average amount of inputs) at
all times. The capacity of this channel denoted®y.
True/False: The capacity of system B is larger then the capacity of syste i.e. Cp > C4.(12 pts)
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Fig. 1: Clean channel withX’| inputs.
2) Constrained Markov chain (24 Points):
A random processX;, Xo,... is a Markov chain if it has the Markov property; — X;,_; — X*~2 for all i > 3. In this
guestion, the Markov chaiX;, X5, ... takes values from a binary alphabat,= {0, 1}, and does not contain two consecutive
ones (that is;11" is not valid). The conditional probability’y, x,_,, of the Markov chain is given by
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for all ¢ > 2, wherep € [0, 1]. The matrix rows correspond t&;_; and the matrix columns correspond X, for example,
P(X; =1|X;—1 = 0) = p. The distribution ofX; is to be defined later.

a) Explain why the Markov chain does not contain consecugives.

b) The stationary distribution of a Markov chain is definedaagrobability vector that solvesl” = v. Find the stationary
distribution of this Markov chain as a function pf

- From now on, assume that X; is distributed according to v that you found in (b).

c) ComputeP (X, =0), P(X3 =0) and P(X; = 0) as a function ofp.

d) (True/False) The entropy rate is defined &(X) = lim, . L H(X"). Is it true thatH (X) = H(X|X1)?

e) Compute the entropy rate of the Markov chain as a functfop. ¢The answer should not contain a limit)

f) In order to maximize the entropy rate, you can now optinifee parametep. Does the optimal parameter satigfy= 0.5,
p < 0.5 orp > 0.5? (You don't have to solve the maximization problem but yoawsti prove your answer.)

* Roughly speaking, the amount of sequences of lemgéimd without' 11’ is 277 (¥) In magnetic storage, such as standard
hard disk, it is useful to encode data into constrained sezpse(in order to do decrease errors appearances) so tke larg
the entropy so the better it is.

3) Polarization and the idea of polar codes (28 Points): The question is about polarization effect in memorylesancels that
can lead to simple coding schemes that achieve the capahighvare called polar codes.

a) Consider the channel in Fig. 2 where two parallel binaagere channels can be used at once (the inpkitis (X, X5)).
The inputs alphabets are binary, so thatand Y are the outputs of 8EC(p) with inputs X; and X, respectively.
Compute the capacity of this channel, namely,

max I(Xl,XQ;Yl,YQ). (1)
p(z1,22)
What is the input distributiop(x;, z2) that achieves the capacity?
b) Consider the system in Fig. 3, where addition is modilo
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Fig. 2: Two parallel binary erasure channels

14 ,C) Xy »  BEC(p) —Y2—>

A

Y1

BEC(p) (———>

U X,

) 4

Fig. 3: Two parallel binary erasure channels with modifiegluis
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Compute the capacity of the new channel, neax I(U,V;Y1,Y5).

p(u,v)
What is thep(u,v) that achieves the capacity?
Next, the channel is decomposed into two parallel channels as appearsin Fig. 4. The input of Channd 1 isU and
its output is (Y7,Y2,V). The input of Channel 2 is V and its output is (Y7, Y3).
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Fig. 4: Two new channels

c) Compute the expressiod$U; Y7, Y2, V) andI(V; Y1, Y,) with respect to the(u, v) that achieves the maximum in (b).
What is the sum of the expressions you computed?
d) Compare the mutual information of Channéland2 with the capacity of a binary erasure channel (that is, wite>
or = with simple proof).
*For largen, repeating this decompositiontimes, ends up imc clean channels and in(1 — ¢) totally noisy channels. This
is the main idea of polar codes, which achieves capacity.
4) Logistic Regression (24 Points):

Recall the sigmoid functiong(z) = H% The logistic regression classifier, that we've learnedl@ss, is a binary classifier.
The estimated probabilitp(z(?; §) is defined as
Py =1129;0,b) = hg (D) = (8 2D + ) @)

where f(z) is usually the sigmoid function(z) = H%
a) Assume that{(z(",y)} ", is a set of i.i.d samples Write the estimated probability of #mtire set, i.e., write
Py, .y z® 2 in terms of {(z), y®)}7 | and kg ().
b) Is thesigmoid function o(z) convex, concave or none? Prove your claim.
¢) Assume that the sigmoid function is replaced with thedfwihg piecewise linear function

0 if 2<—0.5
f(z)=205+2 if —05<2<0.5 3)
1 if 2> 0.5

Let x = (x1,z2) be a binary vector, namely;, € {0,1}, 22 € {0,1}. Can you findd;, 6, andb such thatf(0 "z + b)
is the logical or between; andz,? If yes, do it. If no, prove it doesn't exisHint: recall thatd "z = 0,2, + Osx5.

d) Can you findd, b such thatf(0 "z + b) is the logical exclusive or (XOR) between, x,? If yes, do it. If no, prove it
doesn'’t exist.

Good Luck!



