Introduction to Information and Coding Theory July 17, 20117
(Prof. Permuter Haim, Mr. Oron Sabag and Mr. Iddo Gattengo)

Final Exam - Moed A
Total time for the exam: 3 hours!

Important: ForTrue / False questions, copy the statement to your notebook and writerlglerue or false. You should prove the
statement if true, and provide counterexample otherwise.

1) Multipath Gaussian channel. (24 Points)
Consider a Gaussian noise channel of power constiajithere the signal takes two different paths and the receaigsly
signals,Y; andY;, are feed into a finite impulse response (FIR) filter whichezehtly combines the input signals, namely,
Y =a-Y; +b-Y;, wherea,b € R. The system model is shown in the figure below.
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Fig. 1: Channel model

We assume thaZ; and Z, are jointly Gaussian, with zero means, and covariance xatri
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a) Given a,b € R, find the capacityC(a, b, p) of the channel described above.
b) Evaluate your result in the previous item fer= 0, —1, and 1? Explain your results whea = b.
c) What is the best filter in the sense of maximizing the capacé., solvemax, ; C(a,b, p), where the maximization is

over alla,b € R. Explain your result. (You may use the inequaljﬂ% < ﬁ—p for anya,b € R andp € [-1,1].)
2) True or False on entropy identities (24 Points):
a) True/False: For any discrete random variablek;, X», and X3,

1
H(X1, X2, X3) < 3 [H(X1, X2) + H(X2, X3) + H(X3, X1)].
b) True/False: For any discrete random variables;, X5, and X3,
1
H(X1, X2, X3) > 3 [H (X1, Xo|X3) + H(Xo, X3|X1) + H(X3, X1]X2)].
c) True/False: For two probability distributionspxy andgxy, that are defined o’ x ), the following holds:

D(pxvllaxy) = D(px|lax)-
d) Given are two channels with identical inputs and outplgbabets |¢Y;| = |);| for i = 1,2). Their capacities are denoted
by C; andC5, respectively, and the capacity of their cascaded versid@id or Co; depending on the channel ordering.
i) True/False: If |X;| = |V;| =2 for all ¢, thenC12 = Cy; =0 if and only if C; =0 or Cy = 0.
i) True/False: If |X;| = |V;| = 3 for all 4, thenC12 = 0 if and only if C; =0 or Cy = 0.
3) Shannon code (24 Points): Consider the following method for generating a code forradaan variableX which takes onn
values{1,2,...,m} with probabilitiesp;, pa, ..., pm. Assume that the probabilities are ordered so that ps > -+ > py,.

Define
0 =1
K Dot 7 &
k=1 Pk 1=23,...,m+1

namely, the sum of the probabilities of all symbols less thafhen the codeword fot is the numberF; € [0, 1] rounded off
to I; bits, wherel; = [log pH
a) True/False
i) The code constructed by this process is prefix-free.
i) The average lengti. satisfiesH (X) < L < H(X) + 1.



b)
<)

e 2
Construct the code for the probability distributigh5, 0.25,0.125,0.125).

True/False For dyadic distribution, i.e¥i : p; = 27! for some positive integet’s, the average length for this code
matchesH (X).

4) Mixture of exponential distributions and EM (28 Points): A mixture of exponential distributions is defined by a veobd
parameters\ = [\,..., A\;] and a latent discrete random variatdewvhich denotes the number of the exponential distributions
henceZ € {1,2,...,k}. The probability density function (pdf) of the mixture is:
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where f(z|z = j; \;) = Ajexp (=, - ), for z > 0, is the exponential pdf with parametgy.

a)

b)

c)

d)

AssumeK = 1, namely,f(z; A\) = Aexp (—Az), for z > 0. Given a set of observatiods; }_, drawn i.i.d fromf(x; \),
find the maximum likelihood estimator (MLE) of.

The exponential distribution is used to model a contirsutime interval between two Poisson events. The averagefate
the Poisson events is denoted kyand the exponential distribution determines how much tivilepass until the arrival
of a new event.

Exponential probability density function
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The figure above has the pdiz|z = j; A;) for A; = 1 and for A; = 2. Draw the mixture of these two distributions,
where Pz (1) = Pz(2) = 0.5.
Recall from class that the EM algorithm aims to maximize lig-likelihood function: The E-step at iteratidn):

w(i,j) 2 Q1" (7) =Pyix (7 = jIX = 23071 3)

whered(*=1) are the parameters of the exponential mixture model attitera — 1.
The M-step at iteration (t):

0 = arg maxZ]EQm [log(Px, z (i, 2i;0))] )
=1
—argmaxZZQt) )log P(x;,2 = j; 6) (5)
=1 j=1

You are given training sample§r;}? , from a mixture of exponential distributions. Write expligitthe estimation
formulas of the EM algorithm for exponential mixtures, wgife training samples.

Assume that you havé0 agents in a company that provide services via telephone. ¥keran agent completes a
service call, he fills a service form in the company’s databasd the duration of the call is recorded. After each
call, the agent immediately answers a new call. The duratiba service call may depend on the costumer’s need,
the agent and, the day of the week. Hence, for each ageng, tals are modeled by a mixture of exponential distribigion

You are given a train dat& = {(x;,y;)}", where z; is the duration of thei-th call andy; € {1,...,10} is
the agent number. You are also given a test data {z; }JLZI

Write a pseudo code that fits a mixture &f exponential distributions for each agent in the companynqug’
iterations of expectation maximization. Then, it assignsagent number for each one of the test samples.

Good Luck!



