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Final Exam (Moed B)

True or False
Copy each relation to your notebook and wtiteée or false Then, if it's true, prove it. If it is false
give a counterexample or prove that the opposite is true.
a) LetX,Y,Z be three random variables, with the Markov relat®ér-Y — Z. ThenH (X, Z) >
H(X|Y)+ H(Z|Y).
b) Let X ~ Ber(a) be a random variable. For any functign H(X) = H(X — g(X)).
c) LetX,Y,Z be three random variables, with the Markov relatiérY —Z. ThenI(X; Z|Y) >
H(X,Z|Y)—-H(Z|Y).
d) Let f(x) be a concave functiory(z) is a convex non-increasing function. Is the function
h(z) = g(f(x)) convex? (you may assume that the second derivative exists)
Additive Gaussian noise
In this question we consider a channel with additive Gaussi@se as seen in class.
Consider the channel presented in Fig. 1.
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Additive Gaussian noise channel.

Y=X+Z+N,

where Z ~ N(0,0%) and N ~ N(0,03) are additive noises and the inpuX;,, is with power
constraintP. N, Z and X are independent.
a) Calculate the capacity of the channel assuming that tiee n® independent of the message
that the encoder uses for determiniAg.
b) Now it is given that?Z; is an output of a relay-encoder which has access to the sassage
M that the channel encoder has. Hedcand Z are no longer independent. It is also given that
Z has a power constrairt, namely= >~ | Z; < P with high probability. Find the capacity
of the channel and the probability density functiffx, z) for which it is achieved.
Differential entropy upper bound where the covariance matix is fixed
Let X,Y be two random variable with continuous alphabet that is #a line R. The random
variables have fixed covariance matix , and mean zero. Assume the determinantafy is
positive and the probability density functiof{x,y) exists for anyz,y € R. State which of the
differential entropies expression are upper-bounded ardse they are upper-bounded express the
bound usingXy y.
a) h(X)
b) h(X,Y)
c) h(X|Y)



4)

5)

drawing a codebookLet X; be a r.v. i.i.d distributed according #®(x). We draw codebook af"”
codewords ofX™ independently using’(x) and i.i.d.. We would like to answer the question: what
is the probability that the first codeword would be identitalanother codeword in the codebook
asn goes to infinity.

a) Letz" be a sequence in the typical sét(X). What is the asymptotic probability (you may
provide an upper and lower bound) as— ~o that we draw a sequencg” i.i.d distributed
according toP(z) and we get:".

b) Using your answer from the previous sub-question findeaoich that if R < @ the probability
that the first codewaord in the codebook appears twice or motfee codebook goes to zero
asn — oo.

c) Find ana such that if R > « the probability that the first codewaord in the codebook appe
twice or more in the codebook goes to 1ras+ oc.

Network coding with state Assume we have a network-coding problem as studied in class
characterized byN, £) where the capacity links changes over timaccording to some binary
stateZ;. Namely, if at timei the stateZ; = 0 then the capacity links ar&, and if at time: the state
Z; = 1 then the capacity links a@ . The network is used once each time and no delay exists at the
nodes. The set of vertice¥ and the set of edge& does not change. The stateis distributed i.i.d.
according toP(z) and is known to all the nodes non-causally, namely at timé" (wheren > 7)
is known to all the nodes including the source nodes, they retales and the destination nodes.
Therefore the code may depends on the states up tostime, Z° and the capacity is defined as
in class over many usages of the network (not just one use) sfdie sequencg” is independent
of the sources sequences.
Hint: The idea of state is similar to the cases we studied in clagestéss source coding with
states or channel with states that we saw in class and save iH\tt#
a) Provide a mathematical definition of the code and capaditiie network for such a problem.
b) For the problem of one-source one destination, what is @yemubound on the capacity?
(provide proof)
c) Provide a coding scheme of achieving this upper bound.fay use as a black box coding
scheme used in class.
d) What is the capacity for the case of one-source multikdiason for the network with states.
(no proof needed here).
e) Would you answer changes if the state where known ca@sally

Good Luck!



