Introduction to Information and Coding theory 10 July 2012
Dr. Permuter Haim, Mr. Ziv Foldfeld and Mr. Lior Dikstein
Final Exam (Moed A)

1) True or False
Copy each relation to your notebook and wtitee or false. Then, if it's true, prove it. If it is false
give a counterexample or prove that the opposite is true.
a) Let XY, Z be three random variables. Théf(X,Y, Z|g(X)) = H(X,Y, Z) — I(X; g(X)),
for any functiong. X
b) Let X,Y be jointly Gaussian random variables and }t" be the MMSE (minimum mean
square error) linear estimator of givenY'.

h(X[Y) ¥ h(x — X yy ) p(x — X

i) Is (x) true/false?
ii) Is (xx) true/false?
c) Which of the following sequences of code-lengths aredvainary Huffman codes?
i 1,2,3,4,4
i 2,2,2,3,3
i) 2,2,3,3,3
d) Let f(x) be a convex function. Is the functidi + bt) f(_5;) convex for alla,b # 07?
2) Channel with state
A discrete memoryless (DM) state dependent channel witte fpaceS is defined by an input
alphabetX, an output alphabey and a set of channel transition matricggy|z, s) }scs. Namely,
for eachs € S the transmitter sees a different channel. The capacity di suchannel where the
state is know causally to both encoder and decoder is given by

C:n?aﬁI(X;Y\S). Q)
p(z|s

Let |S| = 3 and the the three different channel (one for each stateS) are as illustrated in Fig.1
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Fig. 1. The three state dependent channel.

The state process is i.i.d. according to the distribujios).
a) Find an expression for the capacity of the S-channel (Hammel the transmitter sees given
S =1) as a function ok.
b) Find an expression for the capacity of the BSC (the chatigetransmitter sees giveh= 2)
as a function ob.
c) Find an expression for the capacity of the Z-channel (thenoel the transmitter sees given
S = 3) as a function ok.



3)

4)

d) Find an expression for the capacity of the DM state depancdeannel (using formula (1)) for
p(s) =[5 3 ] as a function ok ands.
e) Let us define a conditional probability matr ;- for two random variables{ andY” with
|X| ={0,1} and |Y| = {1, 2, 3}, by:
[PX|Y} ?7:2173-:1 =p(r=j— 1y =1). 2)
What is the input conditional probability matrikys that achieves the capacity you have found
in (d)?
Entropy of a Markov process
Consider a binary Markov chain with the following transitionatrix:

l1—a a
p_( ; O).

The matrix entryi, j is the probabilityPr(x,, = i—1|x,_1 = j—1). For examplePr(z, = 0|z, =
1) = [P]Lz = da.

a) A stationary probability vector is a vectar, such thafuP = p. This means that if we have an
initial state drawn according to the stationary distribafithe next state, which is determined
using the transition matrix, is distributed the same. Fimel $tationary vector for the giveR.

b) Assume that the Markov chain defined 1B has an initial state drawn according to the
stationary distribution found earlier. The entropy rateadctochastic processX;} is defined
by

H(X)= lim lH(Xl,XQ,...,Xn).

n—oo N

Find the entropy rate of the Markov chain defined By
Network coding for disk array
Assume we have a source of information which we want to savéb&ok-up on three different
hard-disks of the same size such that given any two hards-diekcan reconstruct the whole source
without an error. For instance, we can simply copy the sotoaach hard disk, but in such a case
we need disks of the size of the sources, hence if the sourees2&bit we need 3 hard-disks of
12Ghit.
a) What is the minimum size of hard-disks that is needed imrotd be able to reconstruct the
data from any two hard-disks, assuming the source size i9it2G
b) Draw a network-coding problem and show how this can beeael. (hint: the source of the
network coding is the source of data, there should be thedayjrnodes that are the hard-disks
and three destination nodes where each destination hassaimcénvo hard-disks).
c) Now consider the case where there are 4 hard-disks usé@ddkrup and we should be able to
reconstruct the data without loss from every two of them.vDthe network-coding problem
and solve it.

Good Luck!



