Structure-based identification of catalytic residues
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ABSTRACT

The identification of catalytic residues is an essential step in functional characterization of enzymes. We present a purely structural approach to this problem, which is motivated by the difficulty of evolution-based methods to annotate structural genomics targets that have few or no homologs in the databases. Our approach combines a state-of-the-art support vector machine (SVM) classifier with novel structural features that augment structural clues by spatial averaging and Z Scoring. Special attention is paid to the class imbalance problem that stems from the overwhelming number of non-catalytic residues in enzymes compared to catalytic residues. This problem is tackled by: (1) optimizing the classifier to maximize a performance criterion that considers both Type I and Type II errors in the classification of catalytic and non-catalytic residues; (2) under-sampling non-catalytic residues before SVM training; and (3) during SVM training, penalizing errors in learning catalytic residues more than errors in learning non-catalytic residues. Tested on four enzyme datasets, one specifically designed by us to mimic the structural genomics scenario and three previously evaluated datasets, our structure-based classifier is never inferior to similar structure-based classifiers and comparable to classifiers that use both structural and evolutionary features. In addition to the evaluation of the performance of catalytic residue identification, we also present detailed case studies on three proteins. This analysis suggests that many false positive predictions may correspond to binding sites and other functional residues. A web server that implements the method, our own-designed database, and the source code of the programs are publicly available at http://www.cs.bgu.ac.il/~meshi/functionPrediction.


INTRODUCTION

Enzymes mediate virtually all the chemical reactions required for life. They do so by accurately positioning a few catalytic residues within a specific microenvironment known as the active site. Thus, the identification of these residues and ultimately understanding all the electrostatic, entropic, and allosteric aspects of the catalytic machinery are among the major goals of enzymology. Such a complete analysis, however, requires a considerable scientific effort that includes both experimental and computational studies. The current study focuses on the first step towards such studies, namely raising initial hypotheses regarding the identity of the catalytic residues.

Computational methods for the prediction of catalytic residues typically rely heavily on evolutionary inference, either direct annotation transfer from characterized proteins to their homologs, or interpretation of conservation patterns.1,2 Evolutionary inference, however, has three inherent weaknesses. First and foremost, its basic assumptions do not always apply. Proteins may have different functions even if they are evolutionarily related3 and residues may be conserved for reasons other than a catalytic role (e.g., structural stability). Second, evolution-based approaches for the prediction of catalytic residues fail when applied to orphan proteins (ORFans),4 for which we cannot detect homologous proteins in the databases. Third, evolution-based methods are sensitive to errors due to misalignments.

Catalytic residues have characteristic structural features that may augment the evolutionary inference, as they are independ-
ent of homologous proteins and alignments. However, structures are typically determined only after much experimental work has already characterized the protein function. The targets of the structural genomic initiative (SGI) constitute a special case. Their structures are known but their function is often uncharacterized. Thus, their computational annotation is essential to gain full dividends from the SGI endeavor. The general trend in SGI annotation is that evolution is the major source of knowledge and the structural clues complement it. The current study, following Tong et al., goes one step further and uses only structural clues to predict catalytic residues. The major motivation behind this somewhat puritan approach is the need for methods that can handle ORFans, which are not negligible in number among the structural genomics targets. Further, by providing a major challenge to our conceptions, the development of structure-based tools for catalytic residue identification may lead to new insights into the fundamental question of structure-function relationships.

We present here a two-fold strategy for the development of a structure-based predictor of catalytic residues. The first effort focuses on the development and evaluation of a set of structural features that represent the differences between catalytic and non-catalytic residues. The second effort concentrates on a classifier that uses these features to discriminate between the residues.

Our structural features are based on the observations that catalytic residues are typically spatially proximate, deeply occluded, and they often destabilize the protein structure. Further, there is a wide divergence of catalytic propensities among the different residue types. These observations have already motivated several purely structural prediction methods for the identification of catalytic residues, catalytic sites, and functional residues.

Two major problems complicate the use of structural features for catalytic residue prediction. The first is noise. Non-catalytic residues may occasionally have catalytic-like characteristics. Such outliers are relatively rare, but since non-catalytic residues are numerous, compared with the catalytic ones, even a small fraction of them may still result in many false predictions. Previous studies coped with this problem by a post-processing step of spatial clustering. Since catalytic residues are clustered within the catalytic site, spatially isolated predictions are most likely false and therefore may be ignored. However, the strength of this solution is limited. Numerous false predictions, due to non-discriminative features, may still be clustered and falsely identified as catalytic. In this study, we present a novel solution that uses the same observation regarding the tendency of catalytic residues to be spatially proximate. However, our approach uses this observation in a pre-processing step. By using spatial averaging over proximate atoms, we smooth out many of these outliers to establish more discriminative features that produce fewer false predictions (Fig. 1).

The second major problem with structural features is that they are often systematically biased by irrelevant factors such as the protein size or even refinement procedure. We are not aware of any previous explicit treatment for this problem. It turns out, however, that feature normalization, that is, replacing the feature with its per-protein Z score (the difference between the feature and its average divided by the feature standard deviation), often results in much less biased features (see Results section).

The second major effort in this study focuses on optimizing a support vector machine (SVM) classifier to discriminate residues based on the features selected as part of the first effort. We develop a methodology that tackles the severely low (~1%) ratio of catalytic to non-catalytic residues in enzymes. This so-called “class imbalance problem” has hampered previous studies that used a neural network or SVM for catalytic residue classification. In a nutshell, machine-learning classifiers that aim to maximize the accuracy of the assignment of residues to their correct classes, tend to over-predict the dominant class under class imbalance. If this problem is not considered, the classifier predicts all residues as non-catalytic and thereby achieves a (misleading) ~99% accuracy. To tackle this problem, previous studies used ad hoc manipulation of the classifier training phase. They either under-sampled (discarded) a random selection of the non-catalytic residues to reach better class ratio or used different penalties for false predictions of catalytic and non-catalytic residues. Ad hoc solutions, however, are prone to less-than-optimal performance and, worse, overfitting. We present here a new, methodologically solid, implementation of these techniques, as well as a new one described below.

A key element in our methodology is the Matthews correlation coefficient (MCC) (see Methods section for definition). MCC was originally used for the assessment...
of early secondary structure prediction methods, yet another problem that class imbalance complicates.\cite{57} Since it is symmetrical with respect to all possible outcomes of a binary classifier, it is more robust with respect to class imbalance than other common measures of classifier performance.\cite{38} Thus, MCC is often used as a performance measure in catalytic residue prediction.\cite{9,35} Our new methodology takes a further step and also uses MCC for classifier optimization.

Classifier optimization is performed as part of the SVM training phase by thoroughly sampling the parameter space and selecting the set of parameters that maximize MCC. This selection uses a validation set, which is a subset of the training set not used for the actual training: both are independent of a test set used for performance evaluation.\cite{39} In addition to employing MCC for classifier optimization, we systematically under-sample non-catalytic residues and use different penalties for different false predictions. In addition, our new methodology copes with class imbalance through a “probability threshold method.”\cite{40} Usually, the probability estimates (i.e., SVM continuous outputs) are thresholded halfway, at a threshold of 0.5, which is a perfect threshold for maximizing the classification accuracy for a balanced problem. Here, for the imbalanced data, we seek for a probability threshold that maximizes the expected MCC.

For performance evaluation, previous studies used MCC and reported either the results of a single test\cite{9} or those achieved using a cross validation experiment,\cite{5,9,32,35,36} which is a more robust approach.\cite{41} However, we noticed that even for cross-validation, the average MCC values are somewhat sensitive to the arbitrary partition of the dataset to training and test sets. Thus, we repeat our cross-validation experiment ten times with different partitions of the dataset and report averages and standard deviations. This protocol guarantees a high degree of replicability (i.e., consistency of results derived for random partitions of the data, as, for example, performed by different researchers).\cite{42}

We evaluate the new prediction method using a benchmark dataset (dataset1 in Table 1) that was specifically designed to imitate the most difficult structural genomics scenario. The dataset is non-redundant by both sequence and structure, thus SVM cannot learn any particular active site, only generic characteristics. Furthermore, the dataset does not include ligands bound to the active site, as such ligands might have sharpened structural clues.\cite{16} Thus, this dataset is, by design, harder than the ones used in previous studies. Nevertheless, our prediction results are comparable to, or better than, previously published ones, demonstrating the strength of our structural features and SVM methodology. To further investigate the strengths and weaknesses of our approach, we also provide three detailed case studies taken from the benchmark dataset.

A fair and reliable comparison of our approach with other approaches to pure structure-based prediction of catalytic residues requires that we apply our approach to the same datasets on which the other approaches were applied. Thus, in addition to our benchmark results we also report here our prediction performance using three datasets taken from previous studies.\cite{9,32,35} This direct comparison indicates that for purely structure-based prediction our approach is superior to those of Gutteridge et al.,\cite{32} and Petrova and Wu,\cite{35} and comparable to that of Tong et al.\cite{9} The relative strengths and weaknesses of our approach and that of Tong et al.\cite{9} as well as prospective directions for further advances are discussed below.

### Materials and Methods

#### Datasets

We tested our new methodology on four datasets (Table 1). The enzyme structures of all four were extracted from the Protein Data Bank (PDB).\cite{43} Annotations of the benchmark dataset (dataset1) and dataset4 were taken from the Catalytic Site Atlas (CSA)\cite{44} (version 2.2.2). For the other two datasets, we followed the original studies and used the annotations from the catalytic residue dataset (CATRES).\cite{25}

Our benchmark dataset was specifically designed to mimic the structural genomics scenario by excluding hetero-oligomers, catalytic site mutants, and structures with hetero-atoms <5Å from a catalytic residue. The remaining structures were further filtered for high resolution.

#### Table 1

<table>
<thead>
<tr>
<th>Reference</th>
<th>Dataset 1 (benchmark)</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annotations</td>
<td>Designed especially for this research</td>
<td>Petrova and Wu\cite{35}</td>
<td>Gutteridge <em>et al.</em>\cite{32}</td>
<td>Tong <em>et al.</em>\cite{5}</td>
</tr>
<tr>
<td># Enzymes</td>
<td>34</td>
<td>79</td>
<td>159</td>
<td>64</td>
</tr>
<tr>
<td># Catalytic residues</td>
<td>102</td>
<td>252</td>
<td>546</td>
<td>386</td>
</tr>
<tr>
<td># Non-catalytic residues</td>
<td>9546</td>
<td>23,548</td>
<td>57,614</td>
<td>32,977</td>
</tr>
</tbody>
</table>

There are minor discrepancies for the non-benchmark datasets between the counts of residues in this table and those reported in the original studies: Petrova and Wu reported 254 catalytic residues and 23,410 non-catalytic residues, Gutteridge *et al.* reported ~55,000 non-catalytic residues and 550 catalytic residues, and Tong *et al.* reported only 366 catalytic residues. We believe that these discrepancies are due to different preprocessing of the raw PDB files.
(up to 2.5 Å) and non-redundancy (<30% pairwise-sequence identity and no common CATH fold). The final dataset includes 34 enzyme structures with 102 catalytic residues and 9546 non-catalytic residues. Of these 34 structures, eight were annotated according to literature references and 26 according to PSI-BLAST alignment with homologous literature entries. Two of these 26 structures (1agi and 1oox) had E.C. (Enzyme Commission) numbers\textsuperscript{45} that differed slightly from those of the literature entries they were aligned with, suggesting that the transfer of annotation may be incorrect. However, these structures were included due to their unique CATH topology. Detailed residue information about this dataset (including PDB id, chain, number, type and raw residue feature values, and annotation) is available upon request.

The enzymes of Dataset 2, Dataset 3, and Dataset 4 were taken from the articles of Petrova and Wu,\textsuperscript{35} Gutteridge et al.,\textsuperscript{32} and Tong et al.,\textsuperscript{9} respectively. The datasets are available upon request.

**Performance evaluation**

Regarding the class of catalytic residues as positive and that of non-catalytic residues as negative, there are four possible outcomes to a binary (two-class) classifier: true positive (TP), false positive (FP) (Type I error), true negative (TN), and false negative (FN) (Type II error). For example, the outcome is FP when the classifier wrongly predicts a non-catalytic residue as a catalytic residue.

Using these four outcomes, the performance measures considered in this work are:\textsuperscript{38}

1. Accuracy (ACC), $\text{ACC} = \frac{TP+TN}{TP+TN+FP+FN}$
2. True positive rate (TPR) (sensitivity, recall), $\text{TPR} = \frac{TP}{TP+FN}$
3. False positive rate (FPR) (1-specificity), $\text{FPR} = \frac{FP}{FP+TN}$
4. Precision (PRC), $\text{PRC} = \frac{TP}{TP+FP}$
5. Filtration ratio (FR), $\text{FR} = \frac{TP+FP}{TP+FP+TN+FN}$
6. Matthews correlation coefficient (MCC), $\text{MCC} = \frac{TP\times TN - FP \times FN}{\sqrt{(TP+FN)(TP+FP)(TN+FP)(TN+FN)}}$
7. Area under the curve (AUC).

The range of the first five measures is between 0 and 1. The range of MCC\textsuperscript{37} values is between $-1$ and 1, where a value of $-1$ indicates total disagreement between the predicted and true classes, a value of 1 indicates a perfect prediction, and a value of 0 indicates a completely random prediction. This measure was also used in the studies of Gutteridge et al.,\textsuperscript{32} Petrova and Wu,\textsuperscript{35} Pugalenthi et al.,\textsuperscript{36} and Tong et al.,\textsuperscript{9} for performance evaluation but not for classifier optimization. By employing the same measure for both classifier optimization and performance evaluation—as we do in this study—we guarantee that the classifier will be optimized to the task for which it is being evaluated, that is, residue classification. AUC is the integral (area) under the receiver operator characteristic (ROC) curve\textsuperscript{46} that plots TPR as a function of FPR. The highest possible AUC value of 1 is achieved when the classifier obtains a TPR of 1 with FPR of 0, that is, a perfect classifier. All the performance measures reported in this study are based on a ten-fold cross-validation (CV10) test.\textsuperscript{41} To increase the test replicability, we repeated it for 10 permutations of the dataset and report the average results over this 10 × CV10 procedure.\textsuperscript{42}

**The SVM classifier**

We developed a novel methodology (Fig. 2) for training and optimizing an SVM classifier that aims to alleviate the class-imbalance problem that is detailed in the Introduction. To correctly balance the classifier decisions between the majority non-catalytic class and the minority catalytic class, our methodology is based on: (1) optimization of the SVM classifier and its parameters to maximize MCC, and thereby to balance all types of classification errors. This maximization relies on a validation set that is independent of the training set to avoid over-fitting; (2) under-sampling non-catalytic residues before SVM training by discarding the non-catalytic residues that are least likely to be misinterpreted as catalytic (those that Kubat and Matwin\textsuperscript{47} called “redundant”). Under-sampling is performed according to the amount ratio (AR) (Table II) between non-catalytic and catalytic residues providing the greatest value of MCC on a validation set. Values for this parameter are typically between 15 and 93.59 [e.g., see Fig. 3(A)]; 3) setting different penalties to erroneous identifications of catalytic residues and non-catalytic residues according to a penalty ratio (PR) (Table II) between these penalties. That is, we balance the enhanced contribution of the majority non-catalytic residue class to learning the SVM classifier by penalizing PR times more false negatives than false positives. Penalizing different SVM misclassifications differently was already applied to residue classification,\textsuperscript{9} however there, the ratio between the penalties was arbitrarily set. We selected the PR value that maximized SVM MCC measured on a validation set. Values for this parameter are typically between 15 and 20 [e.g., see Fig. 3(A)]; and 4) conversion of the probabilistic output of SVM to a binary decision using a probability-threshold (PT) parameter (Table II). SVM outputs that were higher or lower than PT indicated catalytic or non-catalytic residues, respectively. Therefore, PT has implications on the numbers and rates of prediction errors; a too high PT value will increase the rate of catalytic residues that will be missed (i.e., FN error) and a too low value will increase the rate of non-catalytic residues that will wrongly be identified as catalytic (i.e., FP error). Here again, the optimal value of PT was determined as the one maximiz-
Figure 2

Nested CV10 experiment. For concurrent parameter optimization and performance evaluation, a nested CV10 experiment is applied to the benchmark dataset. The five training steps (rectangles numbered 1–5) and the final test step (numbered 6) are repeated 10 times with alternating test sets. Steps involving inner CV9 experiments are indicated by filled rectangles. Flow of information is indicated by arrows, the colors of which indicate the information type. A summary of the optimized parameters and techniques can be found in Table II. Step 1: The benchmark dataset is divided into 10 equal-sized and disjoint protein subsets, one of which is set aside as a test set (red). The remaining nine are used for training (blue). Step 2: An exhaustive grid search for the optimal amount and penalty ratios (AR and PR, respectively; see text) is conducted on the training set using a CV9 experiment for every AR-PR grid point. This CV9 experiment uses one subset (orange) for validation and the remaining eight for training (blue). The optimal AR and PR are used in the subsequent steps (plum arrows). Step 3: A CV9 search for the optimal probability threshold (PT) to be used in the test step is performed (cyan arrow). Step 4: The optimal AR is used to balance the training set. Step 5: The resulting balanced training set is used to train SVM with the optimal PR. Step 6: The learned SVM model is evaluated on the test set (red arrow) using the optimal PT (cyan arrow). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Our methodology uses an SVM having a polynomial kernel of degree two and an error penalty of 55.71 that maximized MCC in a preliminary study. Moreover, before training the SVM classifier, we linearly scaled feature values to the [0, 1] range to prevent the dominance of residue features with the largest numeric ranges.

Manipulations of atom properties

The classification problem that we target is defined at the residue level (i.e., catalytic vs. non-catalytic) and thus our classifier uses residue-level features. However, some of these features are based on atomic properties. Below we present our approach to the conversion of eleven atom properties (see Results section) to residue-level features. Two types of manipulations—spatial averaging and Z score transformation—aid this conversion and considerably increase the power of the atom properties to distinguish between catalytic and non-catalytic residues.

To smooth out noise from sparse non-catalytic residues with catalytic-like properties, we apply spatial averaging at the atom level. For an atom property \( f(a) \), we generate a family of averaged properties \( f_\alpha(a) = \sum_{b \in \mathcal{P}} f(b) e^{-\alpha d_{ab}} \), where \( a \) and \( b \) are atoms in protein \( P \), and \( d_{ab} \) is the Euclidian distance between atoms \( a \) and \( b \). The parameter \( \alpha \in \{10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1\} \) determines the width of the effective neighborhood of atom \( a \), over which the property is averaged (i.e., the neighborhood expands as \( \alpha \) decreases). Each value of \( \alpha \) produces a different averaged atomic property, and consequently, different structural features of residues.

To minimize systematic biases due to protein size and crystallographic refinement, we linearly transform each atomic property to its Z score, \( f_Z(a) = \frac{f(a) - \mu}{\sigma} \), where \( \mu \) is the protein average value of the property and \( \sigma \) is its standard deviation.

Using these manipulations (applying, or not, \( Z \) scoring with either of five neighborhood widths), we convert the basic properties to 110 atomic properties. Finally, to transform an atomic property to a residue feature, we assign each residue the greatest value among its atoms.

Residue features

Reasoning about structure-function relationships and the above manipulations suggest a set of 110 residue features that are based on atom properties. In addition, we consider two additional features that are inherently defined at the residue level, namely catalytic propensity and hydrophobicity score. We estimate the individual predictions of structural features in the residue populations are far from normal. Thus, we use the one-sided Kolmogorov-Smirnov test and two-sided Wilcoxon rank-sum test to validate differences of distributions and medians, respectively. About half of the features indeed show stat-
istically significant differences between their distributions and medians in catalytic and non-catalytic residues ($P < 0.05$). Second, we generate a ROC curve for a linear classifier based on each feature and measure its AUC. The AUC values allow us to rank the significant features. The higher the value, the more discriminative is the feature.

The subset of features to be used by SVM is selected by a heuristic two-stage scheme. First, we manually cluster the residue features into 13 groups, where catalytic propensity and hydrophobicity constitute singleton groups and each of the other eleven groups includes features that result from the same atomic property by different manipulations. Then, the most predictive residue feature (by AUC) from each group is chosen to represent the group. Second, a wrapper approach is applied to rank the SVM performance using each of the $2^{13} - 1 = 8191$ feature subsets. For this analysis, we use the benchmark dataset with $PR = 20$, $AR = 35$, and $PT = 0.05$ (Table II), which resulted in good SVM performance in our preliminary studies. A subset of six features (Table III) is selected for catalytic residue prediction although many other subsets of the original 112 features are almost as successful. The selected set is presented in the beginning of the Results section. For the complete list of features, the reasoning behind them, statistical evaluation of their predictive power, and details of the selection process see Table S1 and Table S2 in the Supporting Information.

**Table II**

<p>| Techniques Employed to Cope with the Class Imbalance Problem and the Parameters that Modulate them |
|-------------------------------------------------|-------------------------------------------------|</p>
<table>
<thead>
<tr>
<th>Techniques</th>
<th>Abbreviation</th>
<th>Description</th>
<th>Associated parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machine</td>
<td>SVM</td>
<td>The standard binary classifier as described in Burges</td>
<td>–</td>
</tr>
<tr>
<td>Under-sampling</td>
<td>us</td>
<td>Reducing class imbalance in the training set by the removal of non-catalytic residues, such that the ratio between non-catalytic and catalytic residues in the training set is AR</td>
<td>Amount ratio (AR)</td>
</tr>
<tr>
<td>Differential-penalty SVM</td>
<td>dpSVM</td>
<td>The ratio between the penalty on catalytic residue misclassification and the penalty on non-catalytic residue misclassification, which are imposed during SVM-classifier training</td>
<td>Penalty ratio (PR)</td>
</tr>
<tr>
<td>Probability SVM</td>
<td>probSVM</td>
<td>An SVM classifier that compares the probability of a residue to be catalytic to a probability threshold (PT)</td>
<td>Probability threshold (PT)</td>
</tr>
<tr>
<td>Under-sampling and differential-penalty SVM</td>
<td>us+dpSVM</td>
<td>Consecutive application of us and dpSVM</td>
<td>AR and PR</td>
</tr>
<tr>
<td>Under-sampling and differential-penalty and probability SVM</td>
<td>prob+us+dpSVM</td>
<td>A us+dpSVM classifier that compares the probability of a residue to be catalytic to PT</td>
<td>AR and PR and PT</td>
</tr>
</tbody>
</table>

**Implementation**

Protein structure analysis is performed using the MESHI software package. The SVM classifier is trained on a dataset with $PR = 20$, $AR = 35$, and $PT = 0.05$ (Table II). The AUC values allow us to rank the significant features. The higher the value, the more discriminative is the feature.

The subset of features to be used by SVM is selected by a heuristic two-stage scheme. First, we manually cluster the residue features into 13 groups, where catalytic propensity and hydrophobicity constitute singleton groups and each of the other eleven groups includes features that result from the same atomic property by different manipulations. Then, the most predictive residue feature (by AUC) from each group is chosen to represent the group. Second, a wrapper approach is applied to rank the SVM performance using each of the $2^{13} - 1 = 8191$ feature subsets. For this analysis, we use the benchmark dataset with $PR = 20$, $AR = 35$, and $PT = 0.05$ (Table II), which resulted in good SVM performance in our preliminary studies. A subset of six features (Table III) is selected for catalytic residue prediction although many other subsets of the original 112 features are almost as successful. The selected set is presented in the beginning of the Results section. For the complete list of features, the reasoning behind them, statistical evaluation of their predictive power, and details of the selection process see Table S1 and Table S2 in the Supporting Information.

**Figure 3**

Optimization of amount ratio (AR), penalty ratio (PR), and probability threshold (PT) towards high MCC values. A: MCC values that correspond to a wide range of (AR and PR) pairs (Step 2 in Figure 2). A confined area, $15 \leq PR \leq 20$ and $15 \leq AR \leq 93.59$ (dark brown), stands out as optimal with respect to MCC. B: MCC as a function of PT given optimal AR and PR values (Step 3 in Figure 2); the highest MCC value is 0.32 for a PT of 0.05. Error bars represent the standard deviations from the average values on the curve (shown intermittently to maintain clarity). All MCC values were obtained by averaging over the CV experiment (Fig. 2). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
and tested using the MATLAB\textsuperscript{150} interface of the LIBSVM package.\textsuperscript{51} All the software developed specifically for this study is publicly available at http://www.cs.bgu.ac.il/~meshisa/meshifun. This includes a new catalytic residue prediction web server called MESHIfun that is available at http://www.cs.bgu.ac.il/~meshisa/meshifun. The server is trained using our benchmark dataset and it implements the new method. We also provide the raw data that we use for training and testing the SVM classifier to encourage and support testing of other machine learning approaches to the problem.

## RESULTS

### The structural features used by the SVM classifier

Our SVM uses six residue features that were selected from an initial set of 112 features (see Residue features section). Two of these six features, Hydrophobicity\textsuperscript{25} and CatalyticP\textsuperscript{25} are veteran concepts in the field of catalytic residue prediction and represent some a priori, structure-independent expectation regarding the chemical nature of catalytic residues. The other four features are novel:

- Angle0.1Z is a quadratic measure of angle distortion. The subscript indicates that the distortion values are averaged with an $\alpha$ value of 0.1 and $Z$ scored (see Table III).

### Performances of the Six Residue Features Used by the SVM Classifier

<table>
<thead>
<tr>
<th>Feature</th>
<th>$P$ Value KS</th>
<th>$P$ Value WR</th>
<th>Linear classifier AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>brl0.00100Z</td>
<td>3.97E-32</td>
<td>0.00E+00</td>
<td>0.859</td>
</tr>
<tr>
<td>CatalyticP</td>
<td>3.03E-21</td>
<td>0.00E+00</td>
<td>0.789</td>
</tr>
<tr>
<td>Hydrophobicity</td>
<td>1.17E-14</td>
<td>3.65E-12</td>
<td>0.699</td>
</tr>
<tr>
<td>Temperature0.01Z</td>
<td>3.38E-08</td>
<td>5.65E-09</td>
<td>0.668</td>
</tr>
<tr>
<td>Angle0.1Z</td>
<td>4.66E-07</td>
<td>7.89E-08</td>
<td>0.654</td>
</tr>
<tr>
<td>Solvation0.01Z</td>
<td>1.83E-05</td>
<td>3.33E-06</td>
<td>0.633</td>
</tr>
</tbody>
</table>

These features were selected, first as having the highest linear classifier AUC values within their groups and then as the optimal subset of the latter. The complete set of the features appears in the Supporting Information (Table S4). $P$ values of the Kolmogorov-Smirnov (KS) and Wilcoxon rank-sum (WR) statistical comparison tests, along with values of AUC of linear classifiers discriminating residues, are reported for each of 13 feature group representatives. The rows are sorted in descending order according to AUC. The KS test statistic can be found in Table S4 of the Supporting Information.

![Figure 4](https://example.com/figure4.png)

Effect of spatial averaging and $Z$ scoring on the predictive power of four of the studied structural features. Linear classifier ROC curves derived for four pairs of residue features: A: Angle0.1Z vs. Angle10; B: Solvation0.01Z vs. Solvation10; C: Temperature0.01Z vs. Temperature10; D: brl0.00100Z vs. brl0.001000. For all four pairs of features, the ROC curves of the manipulated versions (red) are considerably higher than the curves of their non-manipulated counterparts (blue). The diagonal (dashed line) relates to a random classification (a pure guess). Consequently, manipulation improves AUC values (see text). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Manipulations of atom properties section). For catalytic residues, distortions from the ideal values are significantly ($P < 0.02$) more common than for non-catalytic residues. However, due to the far larger number of non-catalytic residues, sparse non-catalytic residues with distorted angles dominate. Further, systematic biases occur due to different crystallographic refinement methods. Thus, the feature without averaging or Z scoring has a low predictive power (AUC = 0.57 of the linear classifier). Spatial averaging and Z score transformation reduce these problems [Fig. 4(A)], resulting in an AUC value of 0.65. Interestingly, the contribution of the two manipulations is not additive; the combined AUC improvement is greater than the sum of the two individual ones (Table S1). The cumulative distributions of the feature after averaging and Z scoring for catalytic (blue) and non-catalytic (red) residues is presented in Figure 5(A). The difference between the distributions is statistically significant ($P < 0.001$, lower than before the manipulations). We are not aware of any previous work that used a similar feature in the context of structure-based functional prediction.

Having a predictive power for this feature is somewhat surprising. The geometry of molecules is determined by the strong interactions between covalently bonded atoms and thus one may expect that all angles would be at their ideal values, up to an experimental error. We see no chemical reason for distortions for either catalytic or non-catalytic residues. Further, the distortions that we observe are smaller than the crystallographic experimental error. We present a speculative explanation of this paradox in the Discussion.

Solvation$_{0.01Z}$ is based on an implicit solvent energy term, which is derived from a non-linear function of the number of carbons in the atom neighborhood (an indicator of burial) and the number of hydrogen bonds that the atom makes. High energies are more common in catalytic residues than in non-catalytic ones, as many of the catalytic residues are polar and pay an energetic price for being occluded in the active site. This difference, however, is not statistically significant. Here, again spatial averaging ($\alpha = 0.01$) and Z scoring considerably improved the predictive power of this term, resulting in a significant ($P < 0.02$) difference between the ROC curves [Fig. 4(B)] and the distributions [Fig. 5(B)] of catalytic and non-catalytic residues, and an AUC value of 0.63. We are not aware of previous studies that used such a term for functional residue prediction, but it is clearly related to the solvent accessibility feature that is often used.$^{5,32,35}$

Temperature$_{0.01Z}$ is based on the inverse of the atom temperature factor. The significant ($P < 0.01$) difference between its distributions for catalytic and non-catalytic residues [Fig. 5(C)] is consistent with a previous study$^{25}$ that reported low temperature factors for catalytic residues. The authors of that study suggested that low values of the temperature factor of catalytic residues represent low internal entropy, which is important for the catalytic role. In our study, spatial averaging and Z score transformation improve performance [Fig. 4(C)], increasing the AUC value from 0.58 to 0.67.

brl0.001010Z is based on atom burial as measured by the number of the atom neighbors, where neighbor contribution is weighted by a Gaussian function of the distance. Catalytic residues are typically buried, but the protein size biases this term; in large proteins the average number of neighbors of all residues is greater than in smaller proteins. This bias renders the number of neighbors non-predictive. Z score transformation solves this problem [Fig. 4(D)], resulting in a significant ($P < 10^{-32}$) difference in distributions [Fig. 5(D)] and a high AUC value of 0.86. In this case, spatial averaging does not provide any improvement to predictive power, as neighboring atoms always have very similar values. For consistency, though, we do perform spatial averaging but with an $\alpha$ value of 10, which practically amounts to no averaging. This term is apparently related to observations that catalytic residues tend to be close to the protein center of mass. The current formalism however is novel.

**SVM performance**

We use an SVM classifier to discriminate catalytic from non-catalytic residues using the above six features.
Figure 6 assesses the added value of SVM to our methodology by comparing its performance on the benchmark dataset to those of linear classifiers for the six individual features. Each point on the SVM curve is an average of 10 CV10 experiments and corresponds to a specific probability threshold (PT). Error bars represent the standard deviations from the averages (not shown for all points to maintain clarity). B: Corresponding precision-recall plots are generated in the same way as the ROC curves for the above classifiers. C: MCC for SVM as a function of the probability threshold and for the linear classifiers as a function of feature thresholds. The highest MCC for the SVM is 0.32 for a threshold of 0.05. For both B and C, error bars are as in A.

Table IV presents performance measure values of SVM using the classifier configuration and parameter settings that maximize MCC on the benchmark dataset. The performances of our new catalytic residue predictor, com-

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Performance value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCC</td>
<td>0.305 (±0.013)</td>
</tr>
<tr>
<td>TPR</td>
<td>0.619 (±0.035)</td>
</tr>
<tr>
<td>PRC</td>
<td>0.172 (±0.008)</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>98.77 (±0.049)</td>
</tr>
<tr>
<td>AUC</td>
<td>0.892 (±0.007)</td>
</tr>
<tr>
<td>FPR</td>
<td>0.036 (±0.002)</td>
</tr>
<tr>
<td>FR (%)</td>
<td>4.3 (±0.2)</td>
</tr>
</tbody>
</table>

The reported measure values are averages over 10 experiments when using the optimal AR, PR, and PT values in each CV fold. The relatively small standard deviations demonstrate the robustness of our method.
pared to those reported by Petrova and Wu, Gutteridge et al., and Tong et al., are shown in Tables V–VII, respectively. In terms of MCC, our predictor is superior to the pure-structure predictors presented by Petrova and Wu and Gutteridge et al., and on a par with the THEMATICS method presented by Tong et al. It should be noted, though, that THEMATICS is inherently restricted to ionizable residues. Thus, while the overall performances of the two methods are similar, they differ remarkably in their actual predictions.

**DISCUSSION**

The wealth of sequence and structural data poured by the recent genomics and structural genomics initiatives impose an unprecedented challenge to the biological community, to characterize as many newly discovered proteins as possible. High throughput computational methods can provide initial working hypotheses regarding the identity of functional residues. Although these hypotheses may include many flaws they can still serve as starting points for systematic studies that combine experiments with time consuming accurate computational methods.

Notwithstanding the strength of other current approaches to the problem of catalytic residue identification, purely structural methods are essential for ORFan structural genomics targets, for which even conservation patterns cannot be derived. The number of such proteins is not negligible. Within the first 687 Mycoplasma pneumoniae proteins studied by the Berkley Structural Genomics Center, 54 (7.9%) are ORFans. It is hard at this stage to estimate how representative this fraction is for other centers, and if and how it will change over time. Still, considering the substantial efforts involved in the structural genomics initiative, we believe that even lower numbers justify the development of methods that would maximize the functional insight gained from this endeavor.

This work presents a purely structural approach to the prediction of catalytic residues. Further, as our approach does not rely on similarity to annotate enzyme structures, it may be able to identify novel types of active sites. The structural features that we use encapsulate much of the common knowledge that has accumulated over the years about catalytic residues. Specifically, we use the observations that catalytic residues tend to have unusual structural characteristics, to be spatially clustered, and to be centrally positioned within the protein structure.

The current study extends previous ones in several directions. First, it introduces structural clues that were not previously used in this context (e.g., solvation and angle propensity). Second, the study enhances predictive power by spatial averaging and/or Z score transformation. Third, to the best of our knowledge, our work is the first that attempts to mimic the structural genomics scenario by excluding from the test set any structure in which the catalytic residues are close to a ligand or mutated. Finally, the current study identifies class imbalance as crucial to accurate and practical catalytic-residue prediction. Thus, it proposes a novel methodology based on the MCC performance measure to integratively (1) optimize the SVM classifier, (2) under-sample non-catalytic residues in the test set.

### Table V
Comparison of our Results with those of Petrova and Wu (P&W) Using Dataset 2 (Table I)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MCC</td>
<td>0.698 (±0.02)</td>
<td>0.515 (±0.028)</td>
<td>0.27 (±0.012)</td>
<td>0.23</td>
</tr>
<tr>
<td>TPR</td>
<td>0.842 (±0.018)</td>
<td>–</td>
<td>0.43 (±0.053)</td>
<td>0.9</td>
</tr>
<tr>
<td>PRC</td>
<td>0.845 (±0.02)</td>
<td>–</td>
<td>0.198 (±0.026)</td>
<td>–</td>
</tr>
<tr>
<td>AUC</td>
<td>0.922 (±0.007)</td>
<td>–</td>
<td>0.897 (±0.003)</td>
<td>–</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>84.43 (±0.96)</td>
<td>75.55 (±1.382)</td>
<td>98.9 (±0.018)</td>
<td>86.96</td>
</tr>
<tr>
<td>FPR</td>
<td>0.164 (±0.027)</td>
<td>–</td>
<td>0.022 (±0.006)</td>
<td>0.13</td>
</tr>
<tr>
<td>FR (%)</td>
<td>50.3 (±2)</td>
<td>–</td>
<td>2.6 (±0.6)</td>
<td>–</td>
</tr>
</tbody>
</table>

Similar to Petrova and Wu, we present our performances on both balanced (1:1 ratio of catalytic to non-catalytic residues) and imbalanced (1:92 ratio) test sets. For our method, we report the average performance (with standard deviations in parentheses) of the SVM classifier using a 10 × CV10 experiment. The results of Petrova and Wu were taken from their article. Performance measures that are not explicitly reported by the authors are represented by “–.” S represents the use of only structural features. S+E represents the use of both structural and evolutionary data.

### Table VI
Comparison of our Results with those of Gutteridge et al. (G) Using Dataset 3 (Table I)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MCC</td>
<td>0.272 (±0.004)</td>
<td>0.19</td>
<td>0.23</td>
<td>0.28</td>
<td>0.32</td>
</tr>
<tr>
<td>TPR</td>
<td>0.565 (±0.038)</td>
<td>0.41</td>
<td>0.57</td>
<td>0.56</td>
<td>0.68</td>
</tr>
<tr>
<td>PRC</td>
<td>0.146 (±0.01)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>AUC</td>
<td>0.901 (±0.003)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>99.04 (±0.008)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FPR</td>
<td>0.032 (±0.003)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FR (%)</td>
<td>3.7 (±0.375)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

For our method, we report the average performance (with standard deviation in parentheses) of the SVM classifier using a 10 × CV10 experiment. Performance measures that are not explicitly reported by Gutteridge et al. are represented by “–.” G and G* represent the results before and after spatial clustering, respectively. We did not perform spatial averaging. S represents the use of only structural features (excluding conservation and DOPS scores). S+E represents the use of both structural and evolutionary data.
lytic residues, (3) set different penalties for erroneous identifications of catalytic and non-catalytic residues, and (4) control the threshold used in classification.

By using this methodology and selecting all parameters to maximize MCC instead of classification accuracy, the SVM classifier proves to be highly successful on four distinct datasets of residues. A direct comparison of the performance of our method to three state-of-the-art structure-based prediction methods shows that our method performs, in terms of MCC, better than two of the methods (Table V and Table VI) and on a par with the third one (Table VII). Further, our results are at least comparable to these methods when they are augmented by evolutionary data.

The study of Tong et al.9 is purely structural and based on perturbed theoretical titration curves using a state-of-the-art electrostatic model. This method is very accurate in identifying ionizable catalytic residues. Although the performance of this method (in terms of MCC) is the same as ours, when averaged over all residue types, it clearly highlights a possible route of improvement to our current group of features. In the initial phase of our study, we tested features that are based on a simple Coulomb electrostatic model. These features had low predictive power and were not selected by the SVM wrapper. One may expect that adopting the electrostatic approach of Tong et al is a promising way to improve our results.

This study, as its predecessors, focuses on the identification of catalytic residues given that the studied protein is an enzyme. This is a somewhat artificial question as often even this bit of information is unknown for structural genomics targets. In a preliminary study, we have tried to perform the same analysis with proteins, such as immunoglobulin, that are not expected to have any enzymatic activity. Qualitatively these proteins were undistinguishable from enzymes in terms of the number of residues predicted as catalytic. Thus, apparently the discrimination between enzymes and non-enzymes cannot be a simple outcome of the current study and requires different classifiers.

### Table VII

Comparison of our Results with those of Tong et al. (Table 2 in Ref. 9) using Dataset 4 (Table I)

<table>
<thead>
<tr>
<th></th>
<th>Our method</th>
<th>Tong et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCC</td>
<td>0.31 (±0.18)</td>
<td>0.31</td>
</tr>
<tr>
<td>TPR</td>
<td>0.57 (±0.35)</td>
<td>0.61</td>
</tr>
<tr>
<td>PRC</td>
<td>0.22 (±0.21)</td>
<td>0.2</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>96 (±2)</td>
<td>–</td>
</tr>
<tr>
<td>FPR</td>
<td>0.029 (±0.18)</td>
<td>0.031</td>
</tr>
<tr>
<td>FR (%)</td>
<td>3.4 (±1.8)</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Both methods are purely structural. Our method was evaluated by training and testing on the same protein sets used by Tong et al. We report averages and standard deviations over the test set. Performance measures that are not explicitly reported by Tong et al. are represented by “...” Detailed predictions of Dataset 4 can be found in Table S10 in the Supporting Information.

### CONCLUSION

The new approach of catalytic residue identification presented here combines novel residue features with a novel machine-learning methodology. The features manifest new structural clues for a catalytic role of residues. The machine-learning methodology copes with the notorious class imbalance problem. We demonstrated the utility of this approach using a benchmark that was designed specifically to mimic the most difficult structural genomics scenario. In addition, we tested our approach using benchmarks from the literature. The results obtained using these benchmarks suggest that our approach is a promising alternative to the current methods. Detailed case studies we explored suggest that this approach may also prove handy for binding site prediction.
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