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On the Capacity of Indecomposable Finite-State
Channels With Feedback

Ron Dabora, Member, IEEE, and Andrea J. Goldsmith, Fellow, IEEE

Abstract—We study the capacity of indecomposable finite-state
channels (IFSCs) with feedback. It is first shown that the capacity-
achieving input distribution for IFSCs with feedback is indepen-
dent of the initial channel state, even though the capacity depends
on the worst-case channel state. In addition, it is shown that for
a large class of IFSCs for which the channel state is a determin-
istic function of a finite number of the most recent channel in-
puts and outputs, the feedback capacity depends only on the best-
case channel state. This result is obtained by a novel transmission
strategy whereby feedback is used to synchronize the beginning of
the codeword transmission to be at the best-case channel state.

Index Terms—Feedback, finite-state channels (FSCs), frame
synchronization, indecomposable channels.

I. INTRODUCTION

APACITY analysis for time-varying channels with

memory has been the focus of considerable interest
for many decades, motivated by the proliferation of wireless
systems. The finite-state channel (FSC) [1] is one approach
for modeling time-varying channels whereby the state of the
channel varies according to a given process over a finite set of
possible states. The process defines the transition probabilities
between the states, which may depend on past states and past
inputs. In this model, the impact of the channel memory on the
output is captured by the state of the channel at the end of the
previous symbol transmission.

In this work, we focus on a class of FSCs called indecompos-
able FSCs (IFSCs) [2, Ch. 4.6]. Loosely speaking, for IFSCs
without feedback, the effect of the initial channel state on the
state transition probabilities becomes negligible as time evolves.
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A consequence of the indecomposability property is that it is
possible for the channel state process to go from any state to
any other state in a finite number of steps.! IFSCs are very
common in digital communication. Applications of this model
include mobile and fixed wireless communications [3], digital
subscriber line communications [4, Ch. 11.2.2], and magnetic
recording [5]. The prevalence of IFSCs in communication sys-
tems makes understanding the fundamental limits for this class
of channels of particular importance.

IFSCs without feedback were initially studied by Shannon in
1957 [6]. Specifically, Shannon analyzed the capacity of IFSCs
subject to the assumptions that 1) the initial channel state is
known at the transmitter, 2) the transmitter can calculate the
state sequence (i.e., the current state is a function of the pre-
vious state and the current channel input), and 3) the channel
output depends only on the previous state and the channel input.
We note that multiple channels fall into this category. Shannon
proved that for such channels, capacity is independent of the ini-
tial channel state, by showing that prefixing and appending the
codewords with appropriately selected sequences can drive the
channel to any desired state from any given state. In a following
work, Blackwell et al. derived the capacity of a class of IFSCs
in which the channel output at every time interval depends only
on the channel state [7].

A major contribution to the study of IFSCs without feedback
was made by Gallager in [2, Ch. 4.6, Ch. 5.9]. Gallager used
error-exponent analysis to derive the capacity without feedback
of general FSCs as well as of IFSCs, and showed that for [FSCs,
knowledge of the initial channel state at the transmitter does not
affect the achievable rate. In [8], an algorithm for computing the
capacity of IFSCs with feedback under the assumption that the
channel states can be computed from the channel inputs (e.g.,
channels with intersymbol interference (ISI)) was developed.
In [9], Tatikonda and Mitter studied the computation of the ca-
pacity of FSCs with feedback in the framework of Markov de-
cision problems. The work in [9] also demonstrates simplifica-
tions of the capacity computation for FSCs in which the channel
state can be computed from the channel inputs and outputs. We
also note that the capacity of Gaussian channels with stationary
noise and feedback was obtained by Kim [10]. The result proved
in [10] was originally conjectured by Yang et a/. in [11].

Recently, the capacity of FSCs with feedback has been
studied [12]. Note that the general capacity result in [12] ap-
plies to decomposable as well as to IFSCs. In particular, it was

ITo be precise, an indecomposable channel may have a set of inessential
states (see [20, Ch. 4]) that are noncommunicating. The asymptotic probability
of being in such states goes to zero and therefore they do not affect the capacity
of the channel. We thus ignore such situations, which is equivalent to assuming
that the channel has been operating for a sufficiently long time.
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shown that feedback can increase the capacity in some cases.
Capacity regions of multiuser FSCs have also been recently
derived. These include finite-state multiple-access channels
with and without feedback [13], as well as finite-state broadcast
channels without feedback [14] and with feedback [15]. In [16],
FSCs with state known at the receiver, and with channel and
state feedback were studied. These works, however, did not
extend Gallager’s results on IFSCs without feedback (namely,
that knowledge of the initial channel state at the nodes does
not affect the rate) to IFSCs with feedback. The main obstacle
lies in the fact that Gallager’s method relies on the fact that
without feedback, the initial state does not impact the (ca-
pacity-achieving) input distribution. However, when feedback
is present, this property does not hold. For this reason, recent
work on the capacity of point-to-point (PtP) FSCs with feed-
back [12] restricted the treatment of indecomposable channels
to the class of finite-state Markov channels (FSMCs). FSMCs
are a subset of IFSCs for which the state transitions do not
depend on the channel inputs. Thus, FSMCs cannot be used to
model multipath channels or other practical channels of interest
within the broad class of IFSCs.

In this work, we aim at filling this gap. In particular, we study
the feedback capacity of IFSCs in their most general form, and
present a class of IFSCs for which the feedback capacity is
achieved using a new transmission strategy we refer to as 7x-Rx
state synchronization.

The main contributions of this paper are as follows:

1) We show that the capacity-achieving input distribution for
IFSCs with feedback is independent of the initial channel
state. This implies that when using feedback in IFSCs,
the capacity-achieving input distribution can be found by
fixing any arbitrary initial channel state, similar to the
situation without feedback. This is surprising as feedback
makes the channel decomposable, i.e., its capacity depends
on the initial channel state. Therefore, this result provides
insight regarding the design of the capacity-achieving
scheme. Additionally, this saves a factor of |S| in the
number of evaluations needed to compute the capacity
compared to searching over all initial channel states. We
expand on these ideas in Section IV.

2) We introduce Tx-Rx state synchronization combined with
random coding. We consider the class of IFSCs in which
the channel state is a deterministic function of the inputs
and outputs. This class generalizes the multipath channel
model and characterizes a large family of practical commu-
nication scenarios, as explained in Section V. For this class
of IFSCs, we show that knowledge of the initial channel
state at the transmitter does not increase the achievable
rate. This is shown using the novel transmission strategy
of Tx-Rx state synchronization, which is used to coordi-
nate the transmitter and receiver such that the transmission
of information is delayed until the channel enters the best
initial state. The error events now consist of two types of
errors: failing to synchronize the transmitter and receiver
such that transmission of information begins at the best
initial state, and failing to correctly decode the message
given that synchronization is achieved. This technique pro-
vides new insights into practical code designs for channels
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with memory and feedback, as detailed in the discussion in
Section V, right after the derivation of the results.

The rest of this paper is organized as follows: Section II
presents the relevant definitions and notations. Section III
reviews the capacity of IFSCs without feedback, and discusses
the effect of feedback on the indecomposability property and
its implications. Section IV focuses on evaluating the general
capacity expression for IFSCs with feedback. Section V con-
siders IFSCs in which the state is a deterministic function of a
finite number of channel inputs and outputs, and derives their
feedback capacity using Tx-Rx state synchronization. Finally,
Section VI presents concluding remarks.

II. NOTATIONS AND DEFINITIONS

In the following, we denote random variables (RVs) with
upper case letters, e.g., X and Y, and their realizations with
lower case letters, z and y. An RV X takes values in aset X'. We
use | X'| to denote the cardinality of a finite, discrete set ', X'™ to
denote the n-fold Cartesian product of X', and px () to denote
the probability mass function (pmf) of a discrete RV X on X.
For brevity, we may omit the subscript X when it is the upper
case version of the realization symbol . We use px |y (z|y) to
denote the conditional pmf of X given Y = y. We denote vec-
tors with boldface letters, e.g., x, y; the ith element of a vector
x is denoted with z;, and we use Tf where 7 < 7 to denote the
vector (%, Tiy1,...,T;_1,%;); 2 is short form notation for z7,
andx = z™. We use I(+; -) to denote the mutual information be-
tween two RVs, as defined in [2, Ch. 2], and I(-;-), to denote
the mutual information evaluated with a pmf ¢ on the channel
inputs.

Throughout this paper, we shall use the definitions of directed
mutual information and causally conditioned distribution as in
[13], [17], and [18, Sec. II-C]. Directed mutual information be-
tween two random vectors X™ and Y™, given a third random
vector Z"™, is defined as

I(Xn - Y"|Z’L)é Z I(Xl, Y;_|yri717 Zn).

i=1

At every time instant ¢, the mutual information
I(JYi;YYi|Yi71,Zn) — H(Xiu’ifl’zn) _ H(XZ|YL’ZIL)
can be viewed as the incremental “decrease in uncertainty”
about the sequence X° at the receiver due to the reception
of Y;. Summing over all time indices, we obtain the total
“decrease in uncertainty” for the 7 symbol transmissions.
Directed mutual information arises naturally in the analysis of
causal channels with memory.

The probability distribution of X™ causally conditioned on
Y™ is defined as

nl, n—1\ 2 = i— i—
Q" lly" = plwilz "y ).

=1

This is a compact way for describing a signal X™ in which
every symbol X; is generated using causal knowledge of the
signal Y, i.e., X; is a random function of X?~! and Y1,
Causal conditioning is widely used in describing input distribu-
tions under feedback scenarios. A codeword =™ generated as a
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causal function of y” is referred to as a codetree, see [18] for a
detailed explanation. We also define the shifted causally condi-
tioned distribution

k+no—1

. ny—1y2 i— i
Qu(a™ |y M2 T plailai tvi ).
=k

Finally, we let [a] denote the integer part of a real number a €
R, and denote I'(a) = Pr(N < a), where N ~ A(0,1) is a
real Gaussian RV with zero mean and unit variance.

Definition 1: A finite-state channel is defined by the triplet
{X x 8,p(y,s|z.s"),Y x S} where X is the input symbol, ¥’
is the output symbol, S’ is the channel state at the beginning of
the symbol transmission, and S is the channel state at the end of
the symbol transmission. &, X, and ) are discrete alphabets of
finite cardinalities. At every time ¢ > 0, the pmf satisfies

plyiy silat, y' st

»80) = p(Yi, silvi, 5i-1)
where sg is the initial channel state.

The pmf of a block of n transmissions, when feedback is
present, is given by

ply™,s",x"s0) = Hp yivsorgly s et )

-1 -1

) A
J 8 y & 75[])

”) i—1, 12—
Hp ily' S (s sily

@® i-1 -
Hp T1|y 171, 1)Hp(yi7’9i|xiasifl)
=1

where (a) follows as the transmitter is oblivious of the channel
states, and (b) follows from Definition 1.

Comment 1: Some of the previous works which analyzed
channels with memory and feedback can be generalized to in-
clude channel models in which the input and output sets have in-
finite cardinalities, e.g., [9] (see [9, Footnote 1]). However, these
works assume that the channel state is fixed at the beginning of
each message block. Therefore, in these works, the channel is
memoryless in-between message blocks, and has memory only
during transmission of the message block. For this reason, the
rate expressions in these works, e.g., [9, Th. 5.1], are indepen-
dent of the initial channel state sq. Clearly, this does not accu-
rately represents channels with memory, as memory exists at all
times. The FSC model accurately models the situation by let-
ting transmissions that took place at previous blocks affect the
signals at the current block through the initial channel state s .

Definition 2: An (2, n) code for the FSC with feedback con-
sists of a message set ME {1,2,...,2"8} acollection of map-
pings ({f;};—, ,9) such that f; : M x Y"1 — X is the en-
coding function at time ¢, = 1,2,...,n,and g : V" — M,
is the decoder. It is assumed that the transmitter and receiver do
not know the channel states.

Definition 3: The average probability of error of a code
of blocklength n is defined as max,,es Pg(n)(S()), where

Pe(")(so)é Pr(g(Y™) # ), and the message M is
selected independently and uniformly from M.

Definition 4: A rate I? is called achievable for the FSC if for
every € > 0 and § > 0, there exists an integer n(¢, §) such that
for all n > n(e, &) it is possible to construct an (12 — &, n) code
with max,,ecs Pe(")(s()) < ¢. The capacity is the supremum of
all achievable rates.

II. IFSCs

We begin by stating the formal definition of IFSCs introduced
by Gallager:

Definition 5 ([2, Ch. 4.6]): An FSC is called indecomposable
if for any € > 0, there exists a time index r(€) such that for all
k > r(e), any channel states sy, sg, s), and input sequence z*,
it holds that
so)| < €. (1

[p(sela®, s0) = psla,

Intuitively, this definition implies that for indecomposable chan-
nels, the effect of the initial channel state sg on the state transi-
tion probabilities decays as time evolves.

As an example of an IFSC, consider a digital communication
system operating over a finite-duration ISI channel (i.e., a mul-
tipath channel). Let z; denote the channel input (belonging to
a set of finite cardinality), y; denote the channel output after a
K level A/D conversion at the receiver, and n; denote a ban-
dlimited, additive, white Gaussian noise sample, all at time ¢.
Letting {hj};.]:o (J > 0, hg,hy # 0) be the channel coeffi-
cients, known at the receiver, and T i [-] be a quantizer with K
levels, the relationship between the channel input and its output
at time ¢ is given by

J
yi = Tk |howi + Z hjz; j+n;
=1

2

From (2), it is evident that prior to the A/D, this channel has
a memory that consists of the last .JJ channel input symbols
(wi—y....,mi—1). Since quantization is memoryless, the
overall memory can be represented by a finite space S with
cardinality |S| = |X'|/, and s; _1, the channel state at time i — 1,
is simply the last J channel inputs, s; 1 = (-731—,77 .. ,q:i_l).
This channel clearly satisfies Definition 5.

A. IFSCs Without Feedback

In his work on PtP-FSCs with no feedback (NFB) [2, Ch. 4.6,
Ch. 5.9], Gallager showed that the capacity (of decomposable
and indecomposable channels) is given by

Cyrp = lim max min —I(
n—o00 p('rn) 50E€S

50)- 3

This result leads to two important implications.

Al. Due to the lack of knowledge of the initial channel state
at the source and destination, the capacity is determined
by the initial state that results in the smallest rate for the
maximizing input distribution. Thus, knowledge of the
initial channel state at the transmitter and receiver may



196

increase the achievable rate (i.e., the rate will be higher
than the minimum over all initial channel states), see also
[2, p. 178]. Generally speaking, knowledge of the initial
state at the nodes will change the expression in (3) from
“Max, () Milg es” t0 “Ming, es MaXp(y|s), Which is
at least as large as the former.

A2. Evaluation of the achievable rate (3) for a fixed blocklength
n requires a search over all input distributions p(z™) and,
for each of these distributions, a search over all channel
states sg € S. In other words, evaluation of the achievable
rate for a given input distribution p(z™) requires evaluating
|§] mutual information expressions.

When the FSC is indecomposable (ID), Gallager showed that

the capacity (3) also satisfies (see [2, Ch. 4.6])

(3) .. 1 ,
COnre-1p = lim max min —T(X™; Y™ |sg)
n—oC p(x”) 50 ES N,

(4a)

i 1
= lim max max —I(X"™;Y"|sg).
n—oc p(xn) 50€ES 1

(4b)

Two basic conclusions can be drawn from (4):

B1. Since the rates for the maximizing initial state and for the
minimizing initial state are equal, we conclude that knowl-
edge of the initial channel state at the transmitter and at the
receiver will not increase the achievable rate.

B2. Evaluation of the capacity and finding the capacity-
achieving distribution of IFSCs without feedback can be
done by fixing the initial state to some arbitrary channel
state s{, € S and optimizing the input distribution only for
that s,

CNFB_1p = lim max lI(X”; Y™|s4). %)
n—00 p(w") 7
Therefore, the capacity-achieving input distribution is in-
dependent of the initial channel state. This saves a factor
of |S| in the evaluation of (3) for large n.

Comment 2: The effects of indecomposability can be ob-
served by comparing Al to Bl and A2 to B2.

B. Introducing Feedback Into the Channel

In Gallager’s analysis of IFSCs in [2, Th. 4.6.4], the actual
condition that needs to be verified in order to show (4) is

(s, £5[s0) — p(si, 2¥[s0)] < e, Ys0, 8, Sk, 5. (6)

Gallager showed that by expanding each distribution using
p(sx,z¥[s0) = p(zF|se)p(sk|r®, s0), and utilizing the fact
that without feedback p(2*|sp) = p(x*), it follows from the
indecomposability definition (1) that (6) is satisfied. However,
when feedback is present, p(z¥|sg) # p(z*). This follows
from the fact that feedback lets past channel outputs affect
the present output through the selection of the channel inputs.
Therefore, when feedback is present, it is not possible to follow
the steps in [2, Th. 4.6.4] and conclude that the initial channel
state does not affect the asymptotic rate of general IFSCs in the
sense of (4).

Due to this dependence on the initial state, recent works on the
capacity of PtP-FSCs and multiple-access FSCs with feedback
[12], [13] restricted the treatment of indecomposable channels
to the class of FSMCs. The state of FSMCs evolves according to

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 59, NO. 1, JANUARY 2013

a Markov chain independent of the current channel input; hence,
(8i|xi. 8i—1) = p(s;|8i—1)[19]. Note that the finite-ISI channel
(2) is an indecomposable channel [1] but it is not an FSMC since
the transition from state s;_; to state s; depends on the new
channel input symbol z;, i.e., p(s;|zi, s;-1) 7 p(si]$i-1).
This discussion provides the motivation for studying the ef-
fect of feedback for IFSCs, reported in the following sections.

C. An Upper Bound on the Feedback Capacity

Using Fano’s inequality it can be shown that the feedback
capacity of any FSC is upper bounded by (see [12, Th. 15])

Crp < lim max  max lI(X” — Y"™sg). (7)
n—00 Qam|lyn—t) so€S N
We refer to this expression as “lim-max-max.” If the “lim-max-
max” (7) is achievable, it is concluded that the achievable rate is
the same for all initial states. This is the case for IFSCs without
feedback [2, Sec. 4.6], and for stationary FSMCs with feedback
[12, Sec. VII].

IV. ACHIEVING THE FEEDBACK CAPACITY OF IFSCs

When feedback is present, the capacity of the general FSC is
given by (see [12])

Crpp = lim max  min lI(XT” — Y"™sg).  (8)
n—oo Qzn||yr ) s0€S N
We refer to this expression as the “lim-max-min.”2 Evaluating
the capacity expression (8) requires calculating a series of
achievable rates with increasing blocklength. Given a block-
length n, each achievable rate is given by (see [12, Sec. III])

1 ,
max  min —J(X" — Y"|sg)
Qx|ly»—1)soeES N

_ log, |S|
—

The evaluation of the achievable rate requires searching over
all codetree distributions, and for every codetree distribution,
|S| directed mutual information expressions need to be evalu-
ated in order to find the minimum over all initial states. In this
section, we show how the evaluation of the |S| directed mutual
information expressions for each codetree distribution can be
eliminated, thus reducing the number of calculations by a factor
of |S]. This is particularly useful when one is interested in de-
termining the achievable rate for fixed blocklength and code-
tree, as we discuss in more detail in the following. We next de-
fine the functions k(n) and I~k.,(n) (X™ — Y™|sp) as follows: let
k(n) be some positive, monotone nondecreasing integer-valued
function of n that satisfies

k
lim k(n) = oo, and lim (n) =0
— 00 n—oo n
(e.g., set k(n) = [/n]), and denote
' n n A - i i—
Iy (X" =Y s9)= Y I(X5YY 7 s).  (10)

i=k(n)+1

2Note that this result relies on the fact that the cardinality of the state space is
finite. If the state space is countable, the derivation in [12], and its consequence,
the capacity result in (8), which is the starting point for our derivations, do not
hold. See also Comment 1 regarding the implication of general alphabets.
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In the following, we let p(,)Qx(n)+1 be a short notation for
PN Q)41 (270D ||y R 1) We now state the main
theorem.

Theorem 1: Fix k(n) to be some positive, monotone nonde-
creasing integer-valued function that satisfies (9). The feedback
capacity of IFSCs is given by

: 1 ,
Crpp = lim max min —Ik.(n)(X” — Y"|s0)
N—00 Prin)Qu(n)+1 S0ES N,

1~
= lim max  max —Ip (X" — Y |sp). (11
N0 Pr(n) Qr(n)4+1 S0ES T " /)( o)- (1D
Proof: see the Appendix. |

Comment 3: As k(n) is an increasing function of 7, taking
n large enough, indecomposability guarantees that after k(n)
symbols, the channel state process arrives arbitrarily close to
the asymptotic distribution of the state transitions, which is in-
dependent of the initial channel state. This is because the first
k(n) symbols are generated without feedback. When the use of
feedback begins at the (k(n) + 1)th symbol, the transmitter ob-
serves the same channel state distribution, irrespective of the
channel state at time ¢ = 0. Clearly, the situation is no worse
than for the worst-case initial state (i.e., the initial state that
achieves the minimal rate), as the transmitter does not know the
channel states. This observation eventually leads to the equality
in (11). At the same time, since @ — 0 asn — o0, the rate
loss associated with such operation is asymptotically negligible.
Therefore, only the two properties in (9) are needed from %(n),
and there is no need to optimize over k(n). A class of func-
tions that satisfies (9) is &(n) = [n®] with & < 1. For example,
k(n) = [\/n] belongs to this class.

From Theorem 1, we conclude the following:

Corollary 1: The feedback capacity of IFSCs can be evalu-
ated by fixing an arbitrary initial state

1~
Crp = lim max  — Iy (X" — Y [s) (12)
=00 Pp ) Qr(n)+1 T
for an arbitrary s, € S, and k(n) = [\/n].

Proof: Clearly, for any fixed s, € S

. o1
lim max  min —lm) (X" — Y"|sg)
N=00 Priy Qr(n)+1 S0ES T

1-
max  —Ip (X" — Y |sp)

=00 pr(yQr(n)+1 T

< lim

< lim

1~
max  max —I,) (X" = Y"
00 Pr(n)Qr(n)+1 S0ES T

S[]).

The corollary follows from the property of limits [21, Th. 7.2.2]
as by Theorem 1 the outer limits are equal to each other and to
Crp. |

A. Discussion

1) The result of (11) on the capacity of IFSCs with feedback
is parallel to Gallager’s result regarding the capacity of
IFSCs without feedback given in (4) (cf., (4) and (11)). It

is noted that equality here holds, despite the fact that, con-
trary to the NFB case, the channel may not be indecompos-
able with feedback, and in general p(x*|sq) # p(z*), ¥k,
when feedback is present. Thus, equality (11) holds even
though

1
max min —I(X" — Y"|sg)

Crp = lim
n—00 Q(an||yn 1) so€S N
1
< lim  max max —I(X" = Y"|s). (13)

T n—oo Qxm||lyn—1) so€S N

In other words, Gallager showed that for the NFB case,
the “lim-max-min” is equal to the “lim-max-max,” from
which it is concluded that the “lim-max-min” in the NFB
case can be computed without searching over all initial
states. Here, we showed in Corollary 1 that although with
feedback, the “lim-max-min” is not necessarily equal
to the “lim-max-max,” still, the “lim-max-min” can be
computed without searching over all initial channel states.
Therefore, the capacity-achieving input distribution is
independent of the initial channel state although the feed-
back capacity depends on the initial channel state.

2) Comparing (12) with the general expression for evaluating
Crp in (8) we observe that the search over the input distri-
butions in (12) has the same complexity as in (8) (see also
next item), but in (12) the search over all initial states is
not needed. This saves a factor |S| in the number of calcu-
lations.

3) Note also that for e arbitrarily small, one can pick
some fixed £ and a deterministic sequence 2* such that
|p(Sklz*, s0) — p(Sk|x*, s5)| < € forall so, sf,. This fixes
p(z*.y¥|s0) and p(Sk|z*, s0) for all so € S. Thus, for
any blocklength n. + k, an achievable rate can be calcu-
lated without searching over all initial states and without
having to recalculate the channel state distribution when
Jfeedback begins at time k+ 1. This provides an achievable
rate to within % + elog, || for any arbitrary initial
state.

V. DETERMINISTIC-STATE FSCs (DS-FSCs)

In this section, we consider a class of FSCs for which the
state is a deterministic function of a finite number of the most
recent channel inputs and outputs. The most general form of
such channels is obtained by defining the state .S; as

aXi

Yvi*f\"y—l—la }/;;71\"37—&-27 s

Si B (X'ifl\/TX\(—&-l; X.,'/,A,\IX 425 -
Yi) (14
for some integers Nx and Ny-. We refer to such FSCs as
DS-FSCs. In [2, Ch. 5.9], Gallager studied FSCs for which
the state is a deterministic function of the previous state and
the channel output, i.e., $,, = ¢(ysn. $n—1). The present model
generalizes Gallager’s model by letting also the current input
affect the channel state. However, in this work, the state is
restricted to consist only of the channel inputs and outputs
while Gallager considered a general state that satisfies the
deterministic relationship. We note that the model (14) applies,
in particular, to linear filter channels, including channels in
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which the filter coefficients are taken from a countable set.
This point is elaborated in the examples in Section V-A and the
discussion in Section V-C.

In this section, we show that the “lim-max-min” is equal to the
“lim-max-max” for indecomposable DS-FSCs with feedback.
The proof technique introduces a new element of Tx-Rx state
synchronization into the coding scheme: the transmitter and the
receiver coordinate the transmission of information to begin at
the “best” initial state, namely, at the initial channel state that
maximizes the capacity upper bound (7). This implies that the
capacity upper bound “lim-max-max” is achievable.

Comment 4: There is a fundamental difference between the
result proved in this section and Theorem 1: Theorem 1 states
that when the transmitter and the receiver are unaware of the ini-
tial state, the “lim-max-min” can be achieved by fixing the initial
state. However, as “lim-max-min” < “lim-max-max,” knowl-
edge of the initial channel state at the transmitter and at the
receiver can increase the achievable rate. In this section, we
show that for DS-FSCs, “lim-max-min” = “lim-max-max,” thus
knowledge of the initial state does not increase the achievable
rate. This can affect system design considerations as in general,
providing knowledge of the initial channel state to the trans-
mitter and to the receiver is expected to increase the achievable
rate, contrary to what happens here.

A. Channel Transition Function for DS-FSCs

For DS-FSCs, the channel state is given by (14) and the pmf
satisfies

1

Py, sile’ gy s o)

= P(yia {Ij};":iﬁw){H? {yj};::ifN}r»le o

i, {Ij}j:FNXv
{?/j}j;i_wy)
(15)

=p (yi {#itiminy {y) };;%71\’1/) :
Note that both the channel inputs and the outputs affect the state
transitions

p(silyi, wi, si-1) # p(silri, si21)- (16)
From (15), it follows that for every set of Nx + 1 inputs,
N T there is a [V|VY x |Y|*Y stochastic matrix mapping
from the y-part of the previous state to the y-part of the current
state. These matrices correspond to the pmf p(s;|s;_1,2;). For
a given input sequence of length %, the state distribution after
the transmission of the entire sequence z* can be obtained by
multiplying the corresponding transition matrices. Since for
each input sequence of length Nx + 1 the transition matrix
is different, the corresponding Markov chain is called inho-
mogeneous. In general, indecomposability can be verified by
checking Gallager’s conditions [2, Th. 4.6.5]. The formulation
of regular matrices [20] provides an alternative (sometimes
easy) way to verify that a channel is indecomposable by
checking its transition matrices. We now provide two examples
of indecomposable DS-FSCs:
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1) Discrete Linear Channels With Rational Transfer Func-
tions: A large class of FSCs of interest are channels character-
ized by rational transfer functions (followed by a quantizer):

Nx Ny
yi = Tk |:(L().’L‘,j + Z a;L;—; + Z bjyi—j + ni] (17)
i=1 i=1
where the a;’s and b; s are real constants, n; ~ A(0,02) i.i.d.,
and T[] is a quantization function. This model represents a
multipath propagation channel and also captures memory intro-
duced by components at the receiver (e.g., filters). From [20,
Th. 4.10], it is straightforward to conclude that DS-FSCs of the
type (17) are weakly ergodic. Hence, DS-FSCs of the type (17)
are indecomposable.

A related model to (17) is the ISI channel with autoregressive
noise. This model can be obtained from the representation (17)
by replacing yf:ll\y with nfj:]l\,vy. This model is applicable to
storage applications, and, as long as it is possible to whiten the
noise using an invertible linear filter, which is approximately a
finite impulse response filter, this model can also be analyzed in
the framework of DS-FSCs.

2) General FSCs With State Known at the Receiver and With
State and Channel Feedback: In [16], FSCs with state known at
the receiver and with state and channel feedback were studied.
It is easy to show that such channels are DS-FSC, where the
equivalent channel output is Y, = (Y%, Sy) and the equivalent
state is S = Y3, see [16].

B. Using Tx-Rx State Synchronization With Random Coding to
Achieve the Capacity of Indecomposable DS-FSCs

First, we recall that indecomposability implies that every
channel state can be reached from any other channel state
within a finite number of steps (see also Footnote 1). Letting
s’ = (2'Nx, y'™v) be some state of the DS-FSC, then indecom-
posability implies that for every initial state sy € S there exists
some input sequence x7%(*0) whose last Nx symbols equal
VX such that p(YLL;((iZU))_NyH = YNy |glx() g) > 0.
The feedback capacity of indecomposable DS-FSCs is charac-
terized by the following theorem

Theorem 2: The feedback capacity of indecomposable
DS-FSCs is given by

1
Cpsrp = lim max max—I{X" —Y"|sq). (18)
n—o0 Q(an||yr—1) s0€S 1

Comment 5: The importance of indecomposability in
Theorem 2 follows as it guarantees that it is possible to (even-
tually) transition from any initial state to the channel state
sané(arfx,yfy‘/) such that (Q*(z"[|y™ '), s§ ,,) is the max-
imizing pair for MAX G (pn||yn—1) MaXgo €S }—LI(X" — Y™|s0)
when 7 is finite and given, i.e., there exists some k£ > 0 and a
sequence x* such that

p(Sk = s |z, 50) > A >0, for every sp € S. (19)
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synchronization phase information transmission phase
L, symbols Lps symbols Ly symbols
synch sequence synch sequence synch sequence n symbols
Synch Frame 1 |Synch Frame 2 |® @ @ @ @ @ |Synch Frame codetree
synchronization synchronization synchronization — synchronization synchronization
starts failed failed failed successful

Fig. 1. A schematic description of the message transmission process. In this figure, synchronization was achieved after m < Na(n) frames.

However, in order to show that (18) is achievable, the transmis-
sion of information has to start at the maximizing initial state
Sy, despite the fact that at the end of transmission, the channel
may not be at that state. Note also that contrary to previous work
(e.g., [6]) in DS-FSCs, there is no deterministic scheme that the
transmitter can use to drive the channel state into s ,,. The re-
quired Tx-Rx coordination is achieved by the novel state syn-
chronization mechanism introduced in the proof.

Proof- Fix the blocklength n > 2/5°+1 and let
(Q*(="ly™ 1), s5.,), with 55, = (z%,y8), be the
input distribution and the initial channel state that maximize
(18) for the value of » fixed above (i.e., when the limit in
(18) is droppedg. From [2, Th. 4.6.3], it follows that for some
fixed k < 2'SI", there exists a channel state s” and an input
sequence z* such that, when operating without feedback,
p(S = s"|z*, 59) > & > 0 for all initial states sg € S. Finally,
we append the input sequence z* with the appropriate gL ()
for which sg ,, can be reached from s” with a positive prob-
ability. This sequence must consist of at most 2/° sP? symbols.
The last Ny symbols of z7x ") must be xNx  The probability
of arriving at the maximizing initial state s ,, is lower bounded

by

(Sk+Lx(b//) =g n|LL+Lx(G ) 5[)) 2 A

. k+Lx(s") _ Ny | yRHLx (5" _ _Lx(s)
>0 .p(Yk_i_LX(S,,) Ny 41 = Yx kol = ghxE)

S, = s“) >0, Vsg €8

k+Lx(s") _ 7
Yiir, (s')—Ny +1 = U

k+L x (S”)
k+1

where p(
pLx (") g, = s”) is the probability of getting from s” to 57 ,

by transmitting &7 (% ") LetLps = k + Lx(s") denote the
overall length of the sequence constructed as above, and 2:£0s
denote the corresponding input sequence used for arriving
from the initial channel state s¢ to s ,, with a probability lower
bounded by A. Then, from the aforementioned discussion, it
follows that

p(SLus :San|wLDS,S()) ZA>O, Vsg € S.

We refer to 275 as a synchronization frame. For a blocklength
n, set k(n) to be a fixed function of n that satisfies (9). For each
of the 2"# messages, generate a codetree of length n according

to Q@*(z™||y" !). Define Na(n) = [MJ This is the number

of z'Ps synchronization frames that can be transmitted during
the first £(n) symbol times.

Transmission of a message is carried out in two phases: the
first phase is the state synchronization phase and the second
phase is the codetree transmission phase. The entire message
transmission process is schematically depicted in Fig. 1.

Phase 1: Tx-Rx State Synchronization Phase: In order to
synchronize the transmitter and receiver to the best initial state,
the transmitter sends #725 . If the channel state after the trans-
mission of an #£25 frame is s ,,, then phase two begins. The
transmitter knows it is s; ,, due to the feedback, and the receiver
knows synchronization was achieved once it observes y2* at
the end of a synchronization frame of Lpg symbols. If s ,, is
not achieved, 2?5 is retransmitted. The maximum number of
retransmissions is Na(n) — 1. If s ,, was not observed at the
end of none of the Na(n) synchronization frames, then mes-
sage transmission has failed. Since the probability of achieving
84 after a single frame is at least A, irrespective of the initial
channel state, the probability of failure to achieve synchroniza-
tion is upper bounded by

Pe,synch S (1 - A)N—A ('n).

This probability can be made arbitrarily small by taking 7 large
enough.

Phase 2: Information Transmission Phase: 1f synchro-
nization was successful, the transmission of the codetree
representing the message begins and lasts for n symbols. At
the end, the receiver uses maximum-likelihood decoding [12]
to extract the message.

The maximum achievable rate given that synchronization is
successful is

Rpsrn
n

W ( I(X Yﬂ|5?;,n)Q*(;B"Hy“*1)*

log, |S|
n+ k

n

1 log,|S
= max  max — —](X"—>Y"\30)_ 0gy|S| ’
Qan|lyn=1) sa€S n+k(n) "

which asymptotically achieves the capacity upper bound (18):

1 1 S
lim max — Ina L —I(X"—=Y"|sp) — &H
n—s0 Q(xm|lyn—1) 9068 7L-|—/¢(7L) n "

=Cps,FB-
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Equation (8) and Theorem 2 lead to the following corollary:

Corollary 2: The feedback capacity of indecomposable
DS-FSCs can be computed as

. 1
Cpsrp = lim max —I(X" —Y"|sq)
n—ee Qa [lyr 1) N

where s, is an arbitrary initial state, s, € S.

C. Discussion

We make the following remarks.

1) Asnoted earlier, in [2, Ch. 5.9], Gallager considered FSCs
for which s,, = ¢(yn, $n—_1). For such channels, the re-
ceiver knows the instantaneous state (assuming it knew the
state at some point in the past). In the present model, the
receiver does not know the instantaneous state as it also
depends on the channel input. The transmitter knows the
channel state due to the feedback.

2) Tx-Rx state synchronization is a specific structure
of a codetree (the causally conditioned distribution
Q(z™||y™ 1) is commonly referred to as a codetree [18]).
The name “codetree” follows as the evolution of the trans-
mitted symbols over time can conceptually be viewed as
a tree whose root is the first transmitted symbol, and for
every possible feedback sequence, the channel inputs cor-
respond to a branch of the tree. During the synchronization
phase, the tree consists of a single branch as the channel
inputs are independent of the feedback symbols. Once
synchronization is achieved, the codetree corresponding
to the received feedback sequence (see, e.g., [12]) is
transmitted.

3) Note that DS-FSCs may not be indecomposable with feed-
back.

4) As follows from Definition 1 and (14), the model (14) ap-

plies also to linear filter channels with finite memory in
which the filter coefficients belong to a finite state space.
In particular, the model represents (without any modifica-
tions) linear time-invariant filter channels (i.e., multipath
channels) and also linear filter channels in which the filter
coefficients vary i.i.d. between time indices, as long as the
memory is bounded by some predefined size. Note that
both Theorems 1 and 2 hold in this case.
For indecomposable FSCs for which the channel
state is a function of some “partial” arbitrarily
varying state parameters H {J 7, Ly is fixed, i.e.,
Si = (X! nes1Yiiny 41 HY 7 (4)), and the receiver
has knowledge of H{ " (i) = (Hy; Haiy... Hpy i),
HE# (i) € H,|H| < o0; then, Theorems 1 and 2 still hold.
Here, IL 7 (1) may represent slowly-varying multipath co-
efficients that the receiver can estimate. Note that for such
a filter, then during the synchronization phase in the proof
of Theorem 2, the receiver need not send feedback on the
Y; symbol at every symbol time. Instead, at the end of a
synchronization frame, the receiver sends a binary signal
indicating only whether synchronization was achieved or
not. Finally, note that if for this case the receiver cannot
estimate 1L 7 (4) but the channel is indecomposable, then
Theorem 1 still holds, but Theorem 2 does not.
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5) As long as the channel input and output sets have finite
cardinalities, e.g., due to quantization, then (14) represents
also finite-memory, time-invariant linear filter channels, as
well as finite-memory, i.i.d. varying, linear filter channels,
with the filter coefficients belonging to a countable space.
Then, Theorems 1 and 2 apply as well. If, however, the
filter coefficients are taken from a countable set and the
channel is arbitrarily varying then, as the filter coefficients
must be included in the state variable to satisfy Definition
1 (see previous item), the channel is not an FSC and its
analysis is not treated in this paper.

6) Note that Tx-Rx state synchronization requires that the re-
ceiver be able to know the channel state. Therefore, syn-
chronization cannot be done if the state variable is hidden.

VI. CONCLUSION

In this work, we investigated the feedback capacity of IFSCs.
We first showed that the capacity-achieving input distribution
for IFSCs with feedback, subject to the worst-case definition
of the average probability of error (Definition 3), can be found
without searching over all initial channel states. This is sur-
prising as the capacity expression depends on the initial channel
state. This represents a saving by a factor of | S| in the number of
calculations needed for computing the achievable rate for large
blocklengths. We also explained why the capacity-achieving
scheme does not need to use feedback at the beginning of trans-
mission.

We then considered the class of IFSCs in which the state
is a deterministic function of a finite number of the most re-
cent channel inputs and outputs. For this class of channels, we
showed that the upper bound on the feedback capacity, given
by the “lim-max-max” of the directed mutual information (7),
is achievable. The proof introduced the novel transmission tech-
nique of Tx-Rx state synchronization between the transmitter
and the receiver. Thus, two conditions have to be satisfied for
successful communication: one is the standard condition of cor-
rectly decoding the message assuming Tx-Rx state synchro-
nization was achieved, and the second is that indeed this syn-
chronization was achieved. This shows that for indecompos-
able DS-FSCs with feedback, the “lim-max-min” equals to the
“lim-max-max,” i.e., the worst-case and the best-case initial
channel states result in the same rate. This implies that letting
the transmitter and the receiver know the initial channel state
will not increase the rate, and capacity can be evaluated without
searching over all initial channel states.

APPENDIX
PROOF OF THEOREM 1

1) Codebook Generation and Achievable Rate: Let m =
(mq1,msa), my € ./\/lqé{l7 2,...,2% " g =1,2,n =k.Fix
the pmfs p(x*) and Q1 (x"||y"2 ~1). For each m; € M;,
the encoder generates a codeword =*(m; ) according to the pmf
p(z*). For each message ma € Moy and feedback sequence
(yk+17 Ykt 2s - - - ,yk+vlz,1) , the encoder generates a codeword
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2" (ma; y,’;ﬂ“ 1) according to Q41 (x"2||y™> ). For trans-

mission of the message m = (my, ma), the encoder first out-
puts ¥ (m) and starting from the (k 4+ 1)th symbol it outputs
{:L‘i (mgg y,:_ll) }ifk—i—l.

As this is a special case of the scheme used in [12] to derive
the capacity expression (8), we can write the achievable rate of
this scheme for a given length-% initial sequence and an overall
blocklength n = %k + ns as

log, |S
R,(k)= max min —I(X” Y”|30)_&‘|
~ p(eF)Qpp1 (272 ||ym2— L) s0ES N n
a 1 )
O mas i (T
P(*‘)Qk+1(¢ ’Hy 2—1)50€ES N

, i log, |S
b3 vy o)) - 22
i=k+1

where in (a) we used the fact that without feedback
Y HY YT X s0) = H(YF|XF, 50), see [17].

2) Bounding the Expression in (A.1): Define first

1 1 S
max min —I[{X"™ — Y™ |sp) — &H

A
R,=
Qz|lym—1) s0€S M n

In[12], it was established thatlim,, ,., K, = Cpp existsand is
finite. Let £(n) be a monotone nondecreasing integer function of

n that satisfies (9). This can be satisfied, for example, by setting
k(n) = [v/n]. We note the obvious fact that

lim R, )= lim R, =Cpp.

n—0oC T— 00

(A.2)

This follows from the fact that n — k(n) = n (1 %) —n
as n — oc. We now have the following lemma:

Lemma A.1: For every 0 < k < mn, it holds that

BER, e — S <R () < R,

Before proving Lemma A.l, we note that as
Lty oo TR,y — 228 = iy, G R, ) then
from (A.2)

n — k( log, |&
lim w_n_k(n) — 0g2—|| = lim R,, = Crp.

N—00 n 7 n—oc
Combined with Lemma A.1, this implies that

lim Rn(k(n)) = lim R, = Cpg. (A.3)

n—0o0 TL— 00

Finally, let s{, minimize w + %fk(,,l)(X" — Y"™|s0)p

and s minimize 1I(X*M;YkM)|s5), + %jk(n)(X" —
Y™ |s0),. We now have for the same input distribution p

— Y"[s0)p

(X
l

v

j (n)(Xn —>Yn|§ )

I \Y%

min —Ik(,,)(X” — Y™s0)p-

SpES 1l

We also note that if Vz, a(z) > b(x), then max, a(z) >
max, b(x)3. Therefore

lim max
=30 p(af (M) Qpnyg 1 (@72 ||y"2

o log, |S]|
2, i—1 _ 52
+ 3 XLy .,;,0)> —2
i=k(n)+1

max
JQu(ny—1(z2|ly*2—1)

”n

min — (I(Xk( (Y R0 | 50)

1y s0€ES N

> lim

n—oc p(wk(n,)

in— > I(XiYYl A4
min - o (X5Yi[Y" 50)  (A4)
and also e
1
lim max min — (I(Xk(”>; YR 50)
=0 p(ah ) Qny+1 (272 lyn2 1) 50 €S T

- : i log, |S
+ Y XLV 1730)>_g3_7||

i=k(n)+1
- M 1
< lim max min — | k(n)log, | X|
00 p(xk ) Qy (ypr (272 lyn2 =) S0€ES T
1
. . log, |S]
+ (XL YY) ) — =221
Z (X" Y5 ; 50)) n

i=k(n)+1

= lim max
n=00 pah Q1 (22 [lym2 1)
n

in — I(X5 Y Y s). .
mnd S @)
i=k(n)+1
Combining (A.4) and (A.5), we conclude that
lim R,,(k(n)) =
1
lim max min — (I(Xk("); y k) |s0)
n—0C p(x ]‘(n))Qk(nHl(T”ZHJ”Z 1) SOES N

; i log, |S|
iy yvi—1 o, o 2
+ Ej IXLYY ,.s())> ezl
=k(n)+1

= lim max
n—»oop(wk(n))Qh )+1( nqunZ 1)
n

Z I(X5L YV s0)
i=k(n)+1
which, as na = n — k(n), gives the first mutual information
expression used in (11).

We now return to the proof of Lemma A.1: in the proof of
Lemma A.1, we use [13, Lemma 2]4, restated here for conve-
nience:

Lemma A.2 [13, Lemma 2]: Let (Z™,U™,S) be a joint
ensemble of RVs such that |S| is finite. For 0 < iy < mn, it
holds that

T
Y IULZ|Z) -

=10
Proof of Lemma A.l: Let (p,,S$0n) be the pair
that achieves the max-min solution for Rn(k) and let
(% _1>S0m_p) achieve the max-min solution for R, ;.
We write p, = ¢,Q4.1, where ¢, = g(z*) is the compo-
nent without feedback of the 0ptiﬁ1al distribution for R (k),

min —
50€ES N

SN U 2|27, 8)| < log, |S].

i=ig

30therwise for some ., b(z) > a(x)

4Lemma A.2 is a slight variation of [13, Lemma 2].
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and Qi1 = Qpy1(z" *[ly" % 1) is the component with
feedback of the optimal distribution for R, (k). We also write
Pr = Q*(n—k) = Q*(z™ ¥||y" ¥ 1), the optimal causally
conditional distribution for R,, ;.. Then

1
R.(k) = max min — [I(Xk; Yk|30)pn

~ Pn S0ES TN
n ‘ ] loe |S|
1,V 1—1 _ L
+ ZI(A Y1|Y vbO)Pn:| 7
i=k+1
(a) . 1 K k
> glé%g{l()& Y |50)ng2+1
n iy i IOg |S|
+ Z (X" vy 1»-"0)ng?2+1} - Z
i=k+1
) 1 . . log, ||
Z min > IOV S sy, 2=
i=k+1
© 1 & ] log, ||
- g)lé% n I(Xj 1 YilYii s S 50) 41 Qe ™ SR
i=k+1
@ . n—k )
= ;1]1&% - (8kls0)
€8
1 n . .
{n —k Z (X Vil Vi Se = SK)Qi.,
i=k+1
logy [S[]  logy [S]
n—k n
> min L 5™ s fso)
min PASK|S
S0ES n ) PRoklso
5LE€S
. 1 . i i—1
es Lz - k,ig;rlI(XkH; Yil¥iin S = s1)p
logy [S[]  log, |S|
n—k n
N k B log, |S]
n -k n

where in (a) we set the distribution of =z, for the
feedback sequence y,’:;ll to be the optimal distribution
for R, 4, ie, Qp.; = Q*(n — k) with the appro-
priate index shift; (b) follows from Lemma A.2 and
the relationship 2", 4 I(Xi;K|Yi*1,so)quz+l >

Mins,es > I(X5YiY'E Sk, s0)g,07,, log, |S1;
(c) follows from
H(Y;| X" Y™, Sk, s0)

- Z P,y silso) H(Yila',y ™" sk, 50)

XixYi—-lx8

- o

= E P(Tiq1-
{Yi_kxy"_k 18

= H(Yi|Xli«+1 Yklll

U;g;lp ‘5k|‘50)H(Y7|5L;<+1‘ yllcji-ll "’k)

Sk 50)

and recalling that by the structure of p,,, when i > &k + 1,
then p(zilz' =1, y" ™) = plwi|zi |, viy1)s (d) follows from
the structure of the FSC and the fact that only feedback from
Y, 1 is used. Finally, (e) is because in R,,_; the minimizing
initial state is used.
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The inequality R, (k) < R, is obvious: let (p,,, S0.n) be the
pmf-state pair that optimizes R.,, (k). Then, as for R, , the search

EA 27K

for the maximizing probability distribution is carried over a
larger class of input distributions which includes p,,, the rate
R,, cannot be less than R, (k). |

3) Asymptotic Expression for (A.1): We prove the fol-
lowing lemma:

Lemma A.3: Letp, = qiQry1, where k < n, qr. = q(xk)
is a pmf over #* and Qk+1ng+1(:ﬁ"’k||y””l‘"’1), and define

1
Rn(kt)é max max — {I(Xk; Yk 150)p..

Prn SUES T
+ > IXLYY T s0),, |-
i=k+1
For every ¢ > 0, there exists k£ large enough such that
lity, oo |Ru(k) — Ru(k)| < €S|logy V).
Proof: Define first

A
R (k;pn)= mé% E{I(X Yk [$0)p,,

+ Y HXSYYI s0)y,
i=k41

Clearly, R, (k) > R.(k;pn). Let (Pn.S0..) be the max-
imizing pair for ﬁn(k) and let $¢, minimize R, (k;pn).
Then, with p, = qukH (where G, = ¢(z*) and
Qk+1 = Qk.,ﬂ(aﬁ”‘kﬂy”‘k‘l) denote, respectively, the
NFB and the causally conditional components of the pmf p,,,
parallel to p,, in the statement of the lemma), we have

Ruk) - &(k)\

< ’ﬁn(lﬂ) — Rn(k; pn)

logy [S| |1 & ; ; 5
n i=k+1
1 n ) . k
. Z I(XZQY;|Y17175k7ﬁ(]7n)f’7z + _10g2|X|
) A n
1082 S|

b,
< —log, |X| + 22250
n

1
D

SLES

+ X

13(Sk|§0,n) — p(sk[s0n)

Z IXk‘H Y|y k+1’ )Qk+1

i=k+1
< Z f)(sk|§0 n)_ﬁ(Sk|Son) n- klogQ |y|
B ' ~ n
s ES
A log, |S
log,Q\X|—|—2 gz\ |
@ gk k log, |S
< |S]e"—— log, |y|+—10g2|x|+2m
n n n

N—00

— €lS|log, |V
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where (a) follows from |p(si|S0.n) — D(Sk|Son) <

<e. |

ZX’“ Q(Tk) ﬁ('9k7|xk7 gO,n) - ﬁ(’9k7|mk:§,07n)

4) Combining Lemmas A.1 and A.3: From Lemma A.3, we
conclude that lim,, o R, (k(n)) = lim, o R, (k(n)). Since
from (A.3) lim, .o Rn(k(n)) = lim,_ R,,, we conclude
that C'r g can be evaluated as in (11).
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